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Daa8 (Database as a Service) in Cloud Computing

; Nirajn Jain b B, Boghu B V. Kanna
POEACOEM, SVS Cimaip of Institules, Warangal Deean
Bharath Usiversity, Chennai Bharath University, Chennai Bharath University, Chenna
ABSTRACT:

Clound cmputing Techaplogi o changed the way the donr iy stored and gricerid '.I'?f}f_r-ll.'.u'ra'nﬁm-r_:-'-umrﬂ groith i
eewnpnting aratems avidl rechialagiey have resulied Info wdvancesd scolbble. poviabie ﬂ‘-'ﬂ:r HalrgR sedtle fmegeand e
arid in-\‘;mﬂqgm. Durive ceithies, wetsiialigmnlin, oo v IIr'.E"ﬂ'E sedlantagid. ibre R of !u'-f_"r prmwh, Companting
. Fuars whmnged (et frow beiny & product te o séridee thar o be deliversd jo e cousbmeny auor e Hivrensgthy Jeaeye
st data conttes pr cTowdd (e dats centniy wsed o ereare ¢lowd Seivicer reprenents o SIgRifTcanl hovesimens i o]
wartley and on=geiing coar The private aod piliic elmnd plaginmy affer to deltver aff e feisfin r.l_!"l'|'¢|£_||.| o
techaalogy to their custouiers. Badbases b always feer e Eriveel pan of ihis endiovans EF Coddl i k)
peopred the ruler for relationa! daribases rendig jare: aificiens und aEtmized query processimg. T aclizve tecl
eifecriventiny, iodayy ohouwd Wambagas nowd e S e ot compuring conuinble. Recee! reclinplaglek wem g i
e it e ey apeimizniien ad e seeurity with werpurng seatabifin.
Tite elonds provide aa .Iﬂ'._-.-j,u-.urd e ey B SeFiee) ver thie rerver wally at e seale and with the redratritine af a
dette centhre. Thi ey of efoudy can be citegorieed into arehiteerural model, Compoting nsdel, gt reresilted anenid
pawirend madl, ’
KEYWRIES;

Ciitied compatiing, Database oy a Service, Goaghi Cloud

INTRODUCTION:

Oiveer past few years there is an advent changes in the technalogy especally affer the emergence i heavy use

of Imernet. Single SysiemiSiand Alone) apphication are getting roplaced by low cost, fiexible and pay -a3-

you-go mechanism on- distributed internet based spplications, Here the public clowd system plays very

imponant role. With fhe sdvent of Cioud platform where Wwe ase getting Softwird nd a Service (SAAS),
. Infrastrocture a5 3 Servioe (EAAS) and platform as o service (PAAS) 5 getting popular day by day,

I this paper we are discussing aboul the SAAS where we are taking ihe Database s o-aervice {DBans) bnbog

consrbaralion,

CLOUD COMPUTING DEFINITEON:

Thie clotd compiting industry reprasents a large soosystem of many models, vendors. and market mches. The
US Matlenal Instiiute of Siandards and Technnlozy (NIST) have published a cloud compating definitian (i
aftempss o encompiss all the various clood upproackes. Cloud computing is the model for enzbling.
convenient, on-demand nelwork uccess fo 4 shomed pbol of conligurable compuling resources that can he.
rapidly provizioned and releated with minimal management effort or service provider interaction. This choud
made] promotes availability and is composed ol

Fssentinl chainteratiics On-demand seryee provisidning, sbeesy i nstwork, Bezource provihimig. istan
sealability and on desriand guarasied service )

Service models: Cloud Saftwire s o Sagvice, Clowd Plntform as n Seevice; and Closd [nfrastnecture 043
Hervice

Deplayment models. Private cloud, Community eloud, Publie eloud and Hytrd elood

389 | Niraja Jais, Dr. B. Raghu, D V. Kanna
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REY BENEFITS OF CLOUD COMPUTING:

L Vinualization: separating the bissiness service from the infrasinuciiore needed to ren il
2 Flexibility ta choose multiple vendors thas provide

relible and stalable business serviges

development envifronments

infmstrogiore that can be leveraged oot of box

hifted oo & metered basis

X Flexibilivy -of the mifrstucture @ instanily allocate and de-allocate massively scaloble resources w
husiness sepvices on i demand Dnsis,

d.  Cost slocation fexibility for customens wanting to move CapEx{ Capital Expendinies) fptn
OpEx{Operational Expenditiore)

5 Reduced costs e to nperational efficiencies and more raped deployreent of aew business services

B omom

DATABASE AS A SERVIUE;

When we are discussing about cioud databgses, we mean and sssume that it holds the informabion on
distribnved wervay in diverss areas as (he informidion i kept on various cloud server oround the ghobe. Amd
because of this the clovd datnbase siructme will nol remain same over the diverss ifuizhose acminigication
framewark On Cloud databose plaform thera will be number of clieais: (hubs] which will pble 10 handlz
miiltiple requests coming from muttiple client. The connection of this system will be réduiring cohverient and
full sceess @ the dambases on closd envirenment. Many system over the cloud can g2t B2aelll the cloud
dntabase svstend, the user can connect {o 1his by their own system or even through the handhetd devices like
mobile or tablel PC's Following disgram will fiustrais the Aow of clood datmbase infrasiructore.

s i Sl N MR
.

Fig. 1 Cloud Database Infrastroctare
300 I Niraja Inin, Dr. B. Raghu, Dr V. Koo
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chient seiver architecture. Gae can vse MySQL Google Clopd services to supporn our dalabase requiremenl of
agplication-from small i mediom size applications. i

MyS0L dotobuses sent i the clond withaut an ohjecs It §s provided you by the Eioozfe Cloud Platform wiik
effective ditnbas=s that rum quick, don't come up shorl of space and give your application the excess.

Following are some of the advantages of using MySQL Datsbase in Cloud Compuling.

1 Avaitabilicy: ]

Mot of the system which works on oper source techaology prefers the MySQOL datshases over the upplication
development by the programmers. Flence [t i5 nvailable on lurge scale and programmers sre comiorable wing
i,

2} Buy the databese adminisiration only: ]

Some cloud organizations jistoffer MySQL datbase facilitating sl & cloud-bused facilitating record. As
of lnte, organizations began nifecing datnbases a5 o administiation, permitting people to pay just fov the
databnses anil 0ot for o facilitating secord that there s o niilization far -
'. 3 Wersatiliny : _
The visrsatility thar originazes from MySQL databases catnor be coordinated by indtvidual or deverd devices.
People would prefer not to ship fn o bundle of datsbase Servers for irivial needs, however, cloud-baxed
MySQL databiases are ideal for such circomstance.

GOOGLE CLOUD MYSOL DATABASE ARCHITECTURE!

Following Figuse 2 represents the averall dichitecture of how Google MyS0L cloind serviees works. wﬂ__l_n_u:-.l
the database ftored clister wisatregion wise on Gopgle clond, ‘Whenever (he reques) comwes from Uscr
icliepts) through internet I |e passed to the Croogle Cloud plysform. There | one compule gngne I;l1.!1_l
procesies this requesl on clond server where il will exirael the SQL RDBEMS quary fnom the reguest and thiz
goery. will ger processed in Choud SQL. This query wpen the Comeciniss of syntaxes u:I]J be executed on
Claod MySQL Databaze pervices and based on the guery the result will be pazsed over inlernet 1o fhe naer

{Clients),

- 1

. J . 3

gl '__a_-a...-----r-}-‘-ll-ldl-hlPI-“Hl‘-.
1 - ; = T =

|35

Fig. 2: Guogle MySOL Cloud Service
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CLOUDSECURITY:

Cloud Security Alliance identify seven threats o clond compafing thal ¢an be injerpreted a5a chassification ol

security 1ssues found within the cloud, They are:

| Abuse and Nefarious Use of Cloud Computisg

2. Insectre Applicanon ‘Programming Inierfaces

3. Malicions Insiders

4, Shared Technalogy Vilnerabilities

5. Data Less/Meakige

§, Account, Service and Traffic Hijacking

7. Unkneswn Risk Profile

Dura loss | lcakage sters from e disclosore of infarmiztion that, though hidden, i:-_::ier!uﬂ_f:ﬂlf"?*“ fiecly

available information, Wheh users [nloract wiih 4 service they €an leave 2 public teail, be it from sutes |
spdate messages of through new postings. Unwalcome linkige oecurs when iew fformstion 1= '51_1-'“?#'“‘-‘_-"

'. it an individual throtigh analysis of the individools poslic wrail i.2. links. This snvelchme linkige could be

accidental or he resuli-of the individeal pot covenmg their trachs ‘Social wraph merging u._rdmILu: 1

unitveloame linkage however the links formed eoour theough e aggregation of pocial grophs. A social prrap s

o graph describing a person's Secial {nfoemation such-as friends, groups and jemereses, Through combinl i ol

o person’s sockl graph from separile social merwaeking sites, or the social grophs of peaple frum fhe same

social meiwerk site, new information cam be dedueed.

Interdisciplinary releyance: |
The risa of clood compiting a5 an wniversnl platfarm for providing all kinds al services (o usevs ond

organi Zaticons demands reseirch snd development i il Jevely of computing syseImns Starliog froam the

hardware: level, we may nighfight the continudys need for mecharisms hat Tmprove. fie auppon o

virualization, Which alse affects sigmticanly the Sperubing ByStam arehitecture and the interfaces o hnrdware
and funcrions provided 1o uger level. One particular challeage is datn manigeinent, ke dain have been
‘eepernied At upseen ralds, witich Bal anly overlonds storage fenes, bt olso demand scalable plgorithms. fn
this scenario; desired applications misl process disrritatiedd data, which shobi be fmoved the leas, and, i
il rating da is necessary, it should overlap with aetual edqmpritaiion oy much is possible, il 18 necessary
focter snterdisciplinary feseurch o enhance cloud-based platforms and sgrvices because Lsoluted elfons in any
contaxt will be iess effective fornal considering e impac) on gtlies reseanch ireds, Such a need seems 1o be

. even more importan! eomsidering that clowud platforms and their Bsage are 8 moving Lugel wrhibel demmands Fast,
versalile snd intagrated madets, algothms, mechinisms and fechnics

REVIEW OF RESEARCH AND DEVELOPMENT IN THE SUBJECT:

i) Internntional status:

Miflions of peopit are nawarne of aid uninfermed obont how ther |:-:r5crn41l mfarmmtion 6 being vied,
collested o shared in our digital seciety.-Data Privicy Day alims to Inepite dinlopue and empower individuals
and companies to take sction, Dara Privacy Day bagan in the United States and Camada in Jendary 2005 us an
extension of the Data Protection Day celebration’in Ewope, [ata Profection Eray commemorates the Jin, 25,
g, slyning of Copvention 18, the first legally binding imtemational Ireaty dealing with privacy and dili
protection, Dads Privacy Day i ohgerved anndally on Jon 24

A popular class of computing cloods is Dotabase infrastoectine 4s o Service (TnaS) clowds, exemphificd by
.-"uIrl'-IEl:!ﬂ'ﬁ Elasiic Compuating Clend {(EC2). In ihese ciouds, users are given aceess 1o i mochines {YM)
an sahich rh*:_:.- gan trstoll and run arbiicary softwite; inciudine dalabnse systems. Usdrs cap ofso duplay
datshate applinnces on these clovds, which are virual machines with peeinstallzd pre-conligured datibise
systerns: Deploying database apphiances an [ clowds pul performance (wninge tnd. opiimization (i this
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environment introduce -some interesiing research challenges thal include dats security, datgbose TEstHiTe
deptoyment on WM clond eptimizatian werses query aplimizhtion, applicabifity of Codd's query oplimlzatish.

Clowid services make easicr for users (0 Access thelr personal imformation from dalibises and make i available
w services distributed ackoss Interriel getting exposed i challenges of privacy and secufity. [Feess have
rypically 1o eetablish their identity sach time they Use 8 nEW cloud service, usually by fitling om an pndin
form and providing sensitive personal (nformation {88, DRME, hiome ‘address, credil dure euniihi, (il
auraber, enc), This laves a el af personal information that, if ot propesiy protecied, may e mssed,

{h} National status: _

Profection of personal data is becoming = priomty for the Indin Carporate secior, driven by strliten
regulations on data privacy and increasing global business operatioas. e to obtspurced work, the Indian IT
industry in parttcular has the wdditkonal sesponsibility 1o protect daty ol and-consumers from v Lountrics,
with sxposure to much wider data prolection regime. Jt Is thepefore imperative that thie mdusiry aot only
sssign required ocus 10 datit privacy bul may piso use it 15 differentisior, While this fmporance cnnel be
undermined, prvacy |5:not an shsclute right and mis) dam prvesy reguletions oW prgAnizations lo a
rensonable extent, (o balance it ulong with other conflicting interesls Such as security, need to comply with

atler laws of gantracts, and business operations 1 some defre

PRIVACY ISSUES IN cLauvD:

1t ix pelieved thatinformation sepiigity policies cover the dila privacy as well. f course the fwo terms 4re

imterrelated, But in context of elond computing, data privacy his it own cancerns. The concep! ol privacy
vanes Lmong aouniries, cultures, aud jurssdiction as watl 48 on the infrasttucture ot the ﬂlﬂlﬂ;'h"“ﬂﬁ- Pravacy
ﬁghlﬁ are ralated 10 he udisr_ﬂnmm.diﬂmﬁ. sici e amdd r_Les'lrm.:lmp of pemum.l chiitan Friveicy
p;_nsh_waﬂm Shauld be managed as part of the dath used by the oeganizalial,

IMPACT OF CLOUD ON DATA PRIVACY: )
1. Generaion of informistion

o
3, Transfer
A. Transforieaion
5_Siothge
&, Aorchival
7. Degtruction
" i e Fli_llm-'-“-l
g -~ Transformallon :
Fh_-r_;n;:-. PFhaze 5
Transler - — - Slorsgs
Phaso
. Archiva 1‘.
Compliance ‘ _"'u
W
Phose T '.'-:

Destruciian

//

Fig. % Impugt of Cloud of Data Privacy
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KEY PRIVACY CONCERNS IN CLOUD:
1. Orpamization’s ability 1o provide the individual with sccess (o all personal information and 10 comply with
stated reguests. ' |

How the existing privacy complinnee requirements are impacted by the move 1o the cloud?

_Diata transfer in closd usually happens without the kiowledge of crganization resulting in potential
wialativo of local law.

. How long the personal infarmation will be retained and who enforces this palicy in clond?

. Dioes the destroction of data policy destroysdala or just makes H inaceessitle 10 thi deg amiaiion” -

[FUR IS

B e

CHALLENGES IN EXISTING SYSTEM:
Thie existing Walrus storage provides the list of private data 1o the vsars. The Tequest 1o actess public o

protected dota can be satisfied on demand of the chisnt. But elient need Lo specify the bucker mare o (he
sceess URL for the bicket in pdvance . Usally the vime required 1o locate the private hucke 16 leks than e
time reguired (o utcess public or protecied bockel because aceess control list of the bucket needs to be
seirclied 1o check whether or pol the user can access i, And revoking the access policy (o reduce the seareh

time for the buckets may compromise the privacy of the buckels,

In @ clowd scendrio neithicr the datn owner nor ihe cloud server cen enfoice the owner's aceess centrol policy
The reasbis being maipteiting the confidentiality and perfermance. The dita owner instead needs 10 madile
svery access requast (o flter the query result, This in turn mullifies thé advantage of storing data aLan c.-f:r:nml
server, Therefore it ks nevessary 1o design e-mechanism such that the data themseives enforce (i resiolions
on the et of wsers wha can abcess ik

Both the privacy of the users accessing cloud services mnd of the data slored ot clond servers may be ab risk
since atcEss requesis could be exploited either by 1he cloud server oy a makicious abssrver 1o passibly e
the sensiive conlenl of the accessed dutn. The query evaluation procoss i5 also at risk gince the-cloml gerver Iy
mied trusted and therefore can compramise the integrity of gquery resulls. Query results sanisiy W mlegry
checks if they are gosrect (ie. computed on gepuing dna), complefe [fe. computed - over Ihe whole data
collection), and Fresh (i.& computed on the most recent versian-of the data) Comrectacss tan be schicved by
digital signatares. Defining suthenricatid data structures-on the data may ensure compleitness, Howgver these
dnta stuciures may b [ess fexible as they provide integrity guaraniee only fop gueried pperating on the
attribute on which the siructure hos besn defined. Freshness can be provided by meking authenticated data
strictures dependent on a vanable that changes over Gme

SIGNIFICANCE OF THE STUDY IN THE CONTEXT OF CURRENT STATUS:

Diata privacy is "the aspect of infarmation technofogy thot deals with the ability on organization of individual
has to detesminie what data in a computer system can be shared with third parties,” This allows an organizanon
to protect data within and putside organization houndaries, teducing the amount of weak points hackess look
for. Proper datn securily olso protects data when it's shored with other users cutside-un organization’s secority
SYHEEM,

Privacy asa need in the sociely existed sinee centuries umd laws an dats privacy mostly stapled

getting enacizd in several countsies from late 19005, Bu it Iy only with devélapments in (e field of ICT and
increaging digital convergence in the last fow dacades thad introduced much greater. opportunities lor casy
exploitation of personzl dota by corporates gnd government, for commercial or other unintended purposes
withoul corsent or knowledge of data owner, '

OBJECTIVES! _

The privacy issues differ according o different cloud scepanios and can be divided into following catepories:

(i1 bow 1o 2nable tsers o hove control over their doin when the data are slored and processed i cloud and
avoid theft, nefarious use, and uiauthorized resale,
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_ (i) hew o guarsntee data replications in o jurisdiction and consistent siale, where replicitng wser daia fo
multiple suitabie locations is an osual choice, and avoid dats Inss, leakage, ond daanthonzed
1 medifieation or fabrication,

(il which prty is responsible for ensuring legal requirements for personal informaton,

(iv} to-what extent cloud subcontractors dre involved n processing which cn be properly identified, checked,
il sscertained.

CONCLUSHN:
This paper surveys the different clood computing paradigms and dve database. seppon 1 ihie o
Envitonment, we propess (o use the Eucalyprs private clond srchifectune is the piperimenial sciuf for lsing
{he effectiveness of privacy preservation strategy it stornge clouds. Storage clouds allow the clienl 1o upiod
hie dita to the servers. The data is-availible as and when required with the implemented security policies and,
relishibity. The mast difficolt task for the stomge clouds is 10 identify the authoried user for the requested
. dan from the fuge coliection. Cloud providers aliow for disect sccess (o the private data, It & expected Inal
anky the authorized clients from the fist provided (o ger actess v the privaie dati be nlloweed -and nthers. be
denied the service by the data provider.
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ASAR Automatic PPT Generation Using Machine Learning

Shivaim Kumar Singh', Ralul Sharma, Prof 8.V Shindes
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Miaharashiea. lndin

ABSTRACT ;

et e L

Fv s of thie-areas for ghar ng Information, slide presentation Pplaye-en importamt role, The shides for the
Prseaiation are radivonally prepired using variogs wols, The traditional way of presanting stides 5 |ahor-
FILTRATSIN & Labar-intdngive mature |eaves scope for human-errars. [ ihig paper, Research observarion |s.
erforcing the automarted PFT creavion from mubti-docusmetie of different extensions based on input query or
Hthethar formulate exeraction of valuable infarmation ssiiree and model & presentation view Lo Buromuting ...
shide ¢redtion using integer Hmest programming (TLEY methad o generate well-siructured slides by selecting
e aligning key phivsses snd sencences. Thie will eventually help in Teducing a grest amount of the
presenirs e and effors. The proposed system works on nswursl languags p1'~'n-:e‘ssing,_ {NLPY rules 1o
hagihe daes for the desired stides, Preparing slides manually consume more tme The drawbocks of the
traditional wiy lead o the need for an intelligent system. The intellizent system needs to be capeblepf -
gensiting shdes wich mirimu human interference. The existing autematic tools fail o fewch the grafhical
elemeris friom & given inpur Hence the pilper proposed an-Auromatic Slide Censtation Syatem. Thie proposed
system fiches the graphicel eléments s well a9 e from 2 document. The proposed 5;,5311511;5:: maore relighle
Ehan the existing sysiem :

Heywords: Classificarion, NLP, Supper Viector Regression {SVR), ILP, Slide Genaration, Modilss

L INTRODUCTION understanding. Bue how o make the conrent of the *

slide: Fine-grained and highly strucrared 45 soll a
problem 1o addressi4]. The waditanal ook such ps
Microsoft PowerPaint and OpenCiffice Impress fil 1o
pravide any  fonctions of handling  sresenters’
intentions. For example; the logical design of the

shide structure snd rhe meefrelations: between the
a5 dstucation, research and business, Many university objects, 4 presentation shides Composition, it.is— ...

lecturers s 'Weh-:mnfi_::e torstore, browse, dnd shave necessary for prasentars 1o consider tebics, items, and
Presentstion shides’ that sre used 5 their lectures,  hair relations. Audiences cannet understani the
Althvugh  pawerfil tols. fer Insemed:  wlide presentatlon wntil they ses the cosistent discussion
fompesition have been developed and Web service points in the slida structure; key § e ie T
ha'.-'f. meen widely used 1o share slides, vhey have s language Function fram the abiective function
problem with preparimg Frany lecture slides 1o help whith iz called a5 the primaj chjective function and

the corresponding constraints By inttoducing & dual
set of variables. Automatic shides generation for

Al ene of the mest important ways of transferring
information =nd knowledpe, prasemetions provide
Lners 1o disewss and eschange idens together,
Preseniations now play an tmporant rele o promioie
undsrstanding of presencers idegs in'many felds such

Vo —
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~ Criteria 3 . :
ased Automatic PPT Generation Using

A Revieyvmn Learning B
Machine Learning

Alliineet Rantlany, Aliish Gan

i
e Al AT

fral raret, 5. Shinde?

HBE Depannnent of Compuiey Engineering, AISSMS Callege of Eng neering, Pune.

Miuharashiora, India
yssstant Veolessor, Department of Computer Engiresring, ATSEME College ol Erginsering, Pun.

Mahargshra, Indio

ARSTRACT

arg varions mols

Prreventatlop shides ore M-:fe]}- sz b0 CommuRicats infarmation o the QL'I':J.EEHEE'. There
the slides bur not the content. However, this

svailable in thie marker which only deals with the formatting of
sraditional way of prepaiing dildes is labor-intensive In naturs and legves scope for human ercots, flsa, fox
information being missed our, The drawhacks ofthe i‘

Kaerhy documents |here 15 3 chance of some important

eradivional way Jead v e need for an inteligenrsysem. The intelligent 4y
senerating shdes with minimum himan interference. In this paper. we a2 -:‘.hfnrr:ing th

e =

stemn needs to be capsbla of
= mutomated BPT

creaticn fram multi=documents af différent Bxtension bifed on input qiery or title that formiulste Sliraction |
ol valusble information source and madel s presentation vigw 16 auromating slide creation using integer
Viear programuming {ILP) methed to generate wall-sreuetured shides by selecting and aligning key phrasss

and sentences: This will evenually belp in reduging a grest smount of

thee presenter's fme and effons. Thie

proposed system warks on naru ral lanpuage processing (NLP) rizles ro classify data far the desived slides.
Keywerds: Classificetion, NLP, Suppart Vector Reprassion (SVR]), ILP, Slide Generation, NLTE. Feanae

extrariian,

I, INTRODUCTION

Macrosolt PawerPoint, virtual presentation software
developed by Rohert Gaskins and Denris Aostin for
the  American computer software  coimpany
Furaihought, Inc PowerPoint was designed to
demonstratians  for  group

facilitdte  visual
the isiness  environment

presentations  in
Presempatione are srranged as @ series of individually

designed elides that contain images, text, or ather
objeces. The presenter has numerbus programming
vools 10 assist lim in seriing up the slides, ineluding
Microsoft Power-Point, Osnen Office; and Libre
lfice. Such tools are helpful inserting up the theme
and outline of the prasentation; hn::-n.-gt.fewr, they do

ot E.ﬁlp. presenters in selecting the content foy the

slides.

The traditional toels thus reguire & lot of investment,
in terms of time and efforts, Collentively, & group of

slides may be known s a slide deck [4]. The [Tiain
fricus of this project is to develop z.system that helps

1o generale pﬂ.werpuim presentation based on user
query thus, preventing users timé and increase
performance, Suppert Vector Hegression is usid W
maintaining all the main features which charscierize .
the myakinial margin of the algorthm. The Support
Vector [5V) algarithm Is a nonlinear generalizstion
of thie Generalized Portrait dlgorithm developed in

Russig in

Scanned by CamScanner


Conferance
Typewritten Text
Criteria 3
3.3,5


Criteria 3

oed . BB Resthay

© May 2018 | IJIRT | Volumme 4 Issue 12 [ ISSNE 2348-6002

3.3,9 . ;
Stolen Vehicle Detection and Automated Toll Collection
System Using QR Code

Harshad Furrq_ulliwurl, Alslinirya Deshimukh®, Pratlk Sonawale’, Kapi Iﬂ-ﬂiﬂpt BB, Rathud"
WA BE- Studeny, PDEA, Pune. Maharashira, india
‘Praf, POEA, Pune; Maharashira, India

Abrmay Hond teansperation fs the hogdone wl ooy
counTRs vennamy Improvement dn tromsportativn will
fend to Tilestyle churadferized Uy extragrdinary
momenty of people, Tmmense trade in 'manu oo red of
pood, Developing countrien ke India needs a signifl canl
frsprovement In infinstrncture such as Roads or
Highwaya, Canstruction of these. highwoys in o cosily
alfTale, wihlel ean't he Tnvested Ly the gavommmont aiane,
Normally Fublic private parfnerships are mode (o
comstruct such 0 hoge project. The money spent en
tligse priffects ean be reguined by collecting tell from
the paxsenpers who uee thie roads. The toll cellectiva
syutemn, especialfy {n India facés some problems such as
lamg (prewe lnes; cscaping froan tol] plazas ete. These
systems can yervice pnly 300 velicles per lhoor, and iF
mare than that numberafl vehicles arrives at thot plazs,
seover IRaffic jams may socor (1]
With the joerease in the number of vehicdes un vaad,
there hos been o marked fnereme in the pumber of
crimes involving vehicle theft. In spite of several
stringent laws belng In place and vecurity mensures
taken by car manufaciurces, thieves still fiod o way 1o
remain ore slep ahead and vebicle thel? i6 st} nmang
ere of the mest reported crimes worldwide, Dok (o the
expensive naturn ol motor vehicles, there is ample
incentive for peity thieves to attempt thelis f2]
Manwal toll collective system contaln many deawhacks,
like Bt needs collector to cofleet the amopunt al 3 foll
boath, difay in time, trafllc congestion, more foel
consumption, longer guene of traffic. To sobve tiese
prediems we propoye QRCode e toll ¢ollectlon and
stolen vehicle deteclion system. QRCode b5 geperntzd at
the time of regigtration ol vehicle in our proposed
gyytem. O toll eollecfion buoth ve colicet toll i well us
identify vehide is stolen or not, Propose toll eollection
syhtein i coul effective, if provides bettirpxperdence to
peoples, less defay of time, shorter guene of tralTic, less
foel consumption.

fnder: Terms QR-Code, Electroniv toll collection, Tall
Anihoritics  sfolen vehiele detection.
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If you are doving en exended distance and try 1o
induce there a5 quickly is potential, you may most
likaly move highways and mterstates thal ponmt you
to travel quicker and hove fewer, if any stops. OF

‘oourse, sure vanetics of roads kave occasmonalstops

wherever vou have gof to pay cash to travel on the
road. These varieties of mads arc miemed 0 as 1ol

roads. Generully they sddivionally blow ower
altemative names, ke woilwny. Fo fravel onsa ol
mwad, you hove got o pay a fee — refemed to.as o
toll Geagmlly you have got to prevent each herefore
nsually fo pay cxima 16lE 10 slay imveling on the toll
moad, Most roads are engincered with native, stole or
natignal govemment cash risied frgm taxes. Tolls are
sort of a tax thal applies only 1o the wsers of the toll
read: Tall madds peanit new roads to be designedand
muininined  without misiip 1es on the gverall
public. & toll mad does ol forever keep ool mad
forever, thouph. Genermlly tolls are ramoved on roads
oncd the price of construclion bas been réguvered
from the tolls collected. you may know you are on a
toll road when you epconntera toll plaza, A toll plaza
could bea gated space whemves you have gol 1o tlow
dowil brslop 1o pay i toll toeontinue tuvehng on the
poad. There are l}'piﬂ-ﬂilj" many wvailable lanes with
toll boorhs (o keap treffie moving @ quickly a3
possible, Some koes couki have individush working
the foll booths, o youll pay with moditicatas or
money. These lanes have gotten sliwer and slower
day by day a5 2 resul of vadety of vehicle get
nerease mpully, To resolve thss problem we ame
phnning to use QR Code; [3]

O = shor for fast Response Codes. They'te wont 1o
tnke o hil of knowledge from a shortdived tmedia and
plice it dn te vour relephone, You will beforre Jong see

B9l
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IFARMS: 10T BASED SMART DRIBBLE WATER SYSTEM AND

INTERLOPER DETECTION SYSTEM ON CLOUD
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ﬂ.l:lsh':ll.'t -h hndin, IhF cmirmf calling is the cultivating,
Afueest tho greater part of the cultivading iz driven In the
peaceful zones hewever theve it the insuffizioney of the
fogging v the corelessnesy phour the différsnt new
rRpvaiions and the gadgers, because of which propie
B Ll LY mwf-l.:fur.fqg towords develaped lerritories Thus,
thera is ropribate in horticuliure, To overcore this fssue, we
o for splendid cultivating strategies ustng, 10T, Thiz
‘ﬁeamr fuses differont feotyrés ftke GPE bosed remote
checking,  tomperoture  fdentifiing:  clamminess
distinguithing, anprapriate wsege of waler i the residance
't makes usage of remiote sensor framewarks for seaing the
reguldr factors conttnuolly Various sersar céntar polnts are
erranged ot betear places In the residence. Controlling e
paramacers with the assistance af any remote gadget or wel
administrotiuny and the fosks are  atknowledged by
interfacing sensors, Wi-Fi, camern with microcontroller. The

methad, [mpge preparing & wtiliged  for interloper’s:

distoviery perspverance. Gotecrasher recogmition is finishad
by utiliizing cormere and additignally different caludntions,
After' identification of jnterlopar, the appropriate move s
rang by framewark General framewerk in the fisld con
totally sdvance the wield of the harvestc and. genaral
Genaration,

Key Words: 0T Sensors, GFS Microcontrofier, Wi-I,
Comarn, str.

®. inTropuCTION

Farming is the help of indian Economy, The Key lssue
lovked in numerous country territories is that absence of
autgmatien In  agrarlan exercises Horticulturs  |u
contldered as mest key wellsprings of wage and
Sustemance generativn -around the world, Indla 5 the
country of cultivating. Mast of the overall public of India
live i towns and are totatly subject toagribusiness: The
center of the cultivation is water [ramework. In India
cultivating practices s fnlshed by troublesome work,
using commen instruments, for instence, wrinkls, sickle et
cetera, Qur Smart Farming System lessens the mantal
wark and mechanlzes the norticulural exercises. Actually,
the sensor hubs are conveyed into the farmland. They
hegin o gather ecologial dats and screen soil qualitios At
that point, they coordinate as Indjeated by planned
tonventions to Impart the gathered Information tw an
averwhelming hub, Starting now and into the foresecable
futdre, this information is arranged and treated to settle
on a concelvable decision, The security perspedtive is

ManjarifBij, Pune

EEsamTEEEE &

= et

Instance of by what means can I:hE WEN I.mprﬂ'.lﬂ ihe
agricultaral yield, All things considered, crops ace
gritagonistically fmpacted by homan or animal interlopers.
Furthermore, the age system is stll deficiantly controlled
which proveke a patential thina disaster, To overcome this
point, the wides surveillance centers can be used Lo
percsive and récognize intraders and to better manage the-
creation method, The objective of this errand iF 1o
modernize the standard water framework struclure., TEQ

standard target of tis wander |5 te save wark, diminish

misising of water, from time to Hme the harvests may
waste-in light of over water framewerk, in like manner
wiinng 3 SMS based strategy to checking the method which
isimportant for the digitatize the robotized technigie,

Cultivating ‘i3 stendard wellspring of the all-inchusive
eommunity th eurrent clrcutnstance. Ik ghves sustenance

and what's more tremendous work. Thusly, modernization
of Egnhusln?sa is hasic in fight of the way that customary
developing can't bolster up the collect yield. Subsequendy,
apricuiturist start te use the diverse advancement to
achieve betver yieldand decreasé the required work.

In pur endeavor, we are basically concemrating on
following applications,

For an Instance;

s

Ta rellably sereen thesoll sogpiness:
To reliably screen the water level.

To check the teraperature, stickiness.
To soreen and controt the whole structure,

lzive the detail information about the Reld condition to the
phstamer.

A} Anlnternet of Things:

The Internet.of Things {10T) I5 one system which contalns
physical items that ave implanted with the electronic
gadgets, software’s, netwark and sensors to sccomphsh &
higher esteem and glve & few adminlstrations in regards to
frade of subte elements with the fem producer,
administrator. Typically, it i relied upon w give present
day and pushed retationship between the contraptions for
its proper cotrespondence and handles 2 combination of
tradlitions, applications and learnlog bases,
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Usage based Vehicle Insurance
H. Pakhale',S. Shahapurez, S. Kamble?®, V. Tupe4, Prof. B. S. Kankate®

L2348 udents, Department of Computer Engineering, PDEA College of Engineering, Pune
3 Asst. Prof., Department of Computer Engineering, PDEA College of Engineering, Pune

Abstract —Insurance On The Basis Of Driving Style (IOTBODS) which is an advanced product form in usage-based
insurance (UBI) for a vehicle, takes driving style and behavior into consideration in its actuary process. IOTBODS
insurance product is supported by refinement and analysis based on raw driving data of insured vehicles, and the very
analysis process, which is based on accelerometer data, helps to recognize the risk level of each driving behavior by
finding the relationship between them. Even if studies on risk level determination have been done adequately,
research on feedback and presenting of risk evaluation results for the drivers of insured vehicles have not been
reported much. In the proposed system, the user will get the insurance on the basis of their driving style. If the user is
driving a vehicle without urgent braking, harsh braking, acceleration, rapid turn, sudden turn, cutting lane in speed
i.e. rash driving; then the user will get more benefits. If the user does rash driving then the user will get lesser benefits
of insurance.

Keywords- Usage Based Insurance, Driving Styles, Vehicle Insurance.

L INTRODUCTION

The current pricing policy of automotive insurance companies around the world is based on traditional factors, such as
age, location of residence, history of accidents and traffic violations. This means that all customers pay similar prices for
similar factors, despite potentially large variations in their driving habits. The emerging telematics-based usage-based
insurance (or pay-how-you-drive programs). Usage-based insurance (UBI) relies on the collection of each driver’s data
using various technologies (OBD-II, Smartphone, or Hybrid OBD-Smartphone) to calculate the risk score during a
monitoring period, which can reflect the probability of getting involved in an accident.

UBI provides a promising way to differentiate safe drivers from risky ones, which forms the basis for risk
categorization and, thus, for subsequent discounts or surcharges on premiums depending on driving behavior. The
proposed system detects user location and the condition when an actual accident occurred. In propose system, the system
can detect fraud insurance claim and authentic insurance claim. The authenticity of the accident identified by
accelerometer reading. the system also poses the capability to categories user driving style.

II. EXISTING SYSTEM

In the existing system user claim insurance after an accident. As per repairing cost he/she get money. Disadvantages of
the existing system are:

e Users can claim fraud insurances.

» Users who follow all rules and maintain their vehicle can’t get proper benefits of the insurance

II1. PROPOSED SYSTEM

Each driving data recorded and store to the database for evaluating and offering the exact amount of insurance policy
driving data like harsh braking, accretion, lane cutting in speed will be collected using accelerometer and GPS location
with incident date and time. This data is helpful to the insurance company to calculate the risk analysis and chances of
getting accident recovery claims. It will be also useful to verify accident incident information explain by the consumer.
Analysis data may be used for educating people about driving sense and analyzing the driving behavior of the people.
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Criteria Il IV. SYSTEM DESIGN
1. Algorithm 3.3.5

The Knuth Morris Pratt Algorithm is a string searching algorithm, that searches for the frequency of a "word" W within
the main "text string" S so that when a mismatch occurs, the word embodies satisfactory details to determine where the
next match could begin, thus bypassing re-matching of previously matched characters. This algorithm is used to match
the driving styles of the user in an effective manner. The algorithm will give enhanced results for such large sets of data.

2. Hardware Requirements

i System Intel I3 Processor and above.
ii. Hard Disk 20 GB.
iii. Monitor 15 VGA Color.
iv. Ram 4 GB.
V. Mobile Android
vi. Mouse Logitech

3. Software Requirements

i. Operating system : Windows 7 and above.

ii. Coding Language: Java 1.8

iii. Tool Kit Android 2.3 and above
iv. IDE : Android Studio

v. Database SQLite, MySQL

4. Architecture

The entire module would be based on the client-server architecture. It would have the android application deployed on
the user’s phone device which would have all the basic features including the status of the driving mode and also
detection of an accident or rash driving using the KMP Algorithm. Whereas the Web would host the features attributed to
the Insurance company which would provide all those conventional features along with the additional features regarding
the objective of the proposed methodology.

The module is also adaptive to analyze the detection of rash driving or accidents from the inputs received from the
devices deployed. The system continuously checks for any signs of driving patterns or accidents and if any discontinuous
pattern is found then the user is alerted immediately. These records are not only helpful in detecting accidents but also in
detecting rash driving or dynamic driving styles.

EFETiRd

Figure. 1. Block Diagram
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Criteria lll V.  MATHEMATICAL MODEL
Let S be thd Whale system which consists:
S= {IP, Pro, OP}. Where

A. [P is the input of the system.
B. Pro is the procedure applied to the system to process the given input.
C. OP is the output of the system.

A. Input:

IP = {I}. Where,

1 is a set of data, provided as an input.

B. Procedure:

Stepl: User has to do registration and login into the system.

Step 2: Verify the information into the database.

Step 3: Extract the data of the vehicle.

Step 4: Proposed work deals with accelerometer data, latitude-longitude (addressing data) using a haversine algorithm.
Step 5: The methodology comprised of three phases, firstly user registers and logins.

Step 6: Driving data or information of the user driving is updated on the server.

Step 7: If accidents are claimed it can be checked by the various authorities.

Step8: As per the detailed information or driving data of the user the relevant insurance policy is provided.

C. Output:

Detection of accidents and claiming the insurance policy as per the users driving data
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Figure. 2. Class Diagram
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3.3.5 VI CONCLUSION

The system can easily detect accidents and rash driving efficiently using the KMP Algorithm. Also, the location of the
user can be traced in such critical times. The driving data gathered would be useful in policy-making for insurance
companies and to give better options of various policies according to the user driving styles. This fulfills the objective of
the Usage Based Insurance (UBI) successfully.

VII. FUTURE SCOPE

Although there are many people purchasing different types of insurance policies a few of them only fully aware of the
benefits of these policies. Insurance covers are something that one should be fully aware. In general, the insurance policy
provides protection against loss, threat and insecurity. The Indian insurance industry has changed speedily in the
demanding economic environment throughout the world. In the current scenario, the insurance companies in India have
become fiercer in nature and are allocating appropriate distribution channels to get the maximum profits and serve
customers in manifold ways.

The future expansion of the insurance sector will depend on how effectively the insurers are able to come up with
product designs suitable to our context and how successfully they are able to change the insights of the Indian consumers
and make them aware of the insurable risks they might possess. The future growth of insurance also depends on how
service-oriented insurers are going to be.

From the success of the project implementation, we can conclude that the software, when deployed in the Insurance
Industry in India, would help them minimize their losses by eliminating fraud insurance claims by the customers along
with discounting genuine customers in near future. Also, the data of the driving styles recorded would be beneficial in
future policy-making or any such formulations. This system can also be standardized and synced with regulatory bodies
such as the RTO, IRDA, etc. for better law enforcement and compliance purposes. The detection of an accident can be
helpful in providing immediate support from the nearest Hospital or Health Care Centers. With such features, if
introduced in the insurance industry, it would not only be beneficial for the industry but also for the genuine customers.
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The stereolithography (SL) process is one of the rapid prototyping technics and it is also
known as additive layered manufacturing method. It is a chipless manufacturing method

and the object is built layer by layer. A low cost stereolithography apparatus (SLA) is
developed to produce highly precise, three-dimensional (3D) structures from broad
selection of functional materials, especially photopolymer resin. The present SL systems
available in the market are very expensive. The developed low cost SLA will be affordable
to medium scale industries as well as customers. The developed SLA utilizes focused light
beam of wavelength range of 300 nm — 700 nm from the DLP projector and passes through
the objective lens over the surface of a photo-curable resin, which undergoes photo-
polymerization and forms solid structures. The photopolymer used in this experimentation
is polyethylene glycol di-acrylate and photo-initiator is Irgacure 784. The experiments are
performed on objects with hexagonal cross-section and pyramid geometries and 0.1 mm
curing depth along Z — axis. The trials are performed with different exposure and settling
period. The 3D objects are successfully fabricated with high build speed and low cost. The
pyramid object with maximum 120 numbers of layers with 12 mm dimension along Z-axis
is built in 11.0 minutes. It is found that the optimum exposure time to cure a layer is two
seconds. The maximum exposure area obtained in X-Y plane is 55 mm x 45 mm. The
percentage dimensional error of the build objects is decreased as the curing time is reduced
and the error is minimum for the two seconds curing period per layer. The obtained
resolution of the build objects in X-Y plane is 23 microns and Z-stage resolution is 0.1

Keywords:
photo-polymer,  stereolithography,
prototyping, ultra-violet light

rapid

mm.

1. INTRODUCTION

There are a number of processes that can realize three-
dimensional (3D) shapes such as those stored in the memory
of a computer. An example is the use of holographic
techniques [1], but these require many complex calculations to
obtain the hologram and there is insufficient accuracy and
clarity. A manual or a conventional mechanical process can
also make a physical model, but such models require long
fabricating times, high cost and excessive labour. To solve
these kinds of problems, a new group of techniques called
additive manufacturing (AM) technologies have been
developed by a number of researchers group [2-5]. AM is a
collection of processes in which physical objects are quickly
created directly from computer generated models. The basic
concept of rapid prototyping is where 3D structures are formed
by laminating thin layers according to two-dimensional (2D)
slice data, obtained from a 3D model created on a CAD/CAM
system [2-5]. Stereolithography (SL) is one of the most
popular AM process. It usually involves the curing or
solidification of a liquid photosensitive polymer by focusing a
light beam or laser beam of specific wavelength on the surface
with liquid photopolymeric resin. The focused light beam
supplies energy that induces a chemical reaction, bonding
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large number of small molecules and forming a highly cross-
linked polymer [6]. Now a day, rapid prototypes of the
different objects are required before their actual manufacturing
because one can improve the design at the early stage of
product development. The rapid prototyping or 3D printing
field is very fast developing and this technology can applicable
to all the fields i.e. engineering as well as non-engineering.
The objective of this research work is to develop a low cost
stereolithography apparatus (SLA) to produce highly precise,
three-dimensional (3D) structures from broad selection of
functional materials, especially photopolymer resin. The
present SL systems available in the market are very expensive.
The overall cost of the newly developed SLA is very low as
compared to cost of SLA available in the market. The cost of
photo-curable resin used is also low as compared to other
available resins. Therefore, the developed low cost SLA will
be affordable to medium scale industries and customers as the
overall build cost of the objects is minimum.

A large number of researcher’s groups have developed the
SL systems out of which some of them are briefed in the
following literature review.

Fujimasa [7] has been described the concepts of
microplanes, microrobots, microcars and microsubmarines
and MEMS which are systems that combine computers with
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tiny mechanical yfoes such as sensors, valves, gears, mirrors,
and actuators embedded in semiconductor chips. Ventura et al.
[8] developed a direct photo shaping process for the
fabrication of functional ceramic components layer by layer
and each layer is photo image or a digital light processing
(DLP) projection system. Bertsch et al. [9] developed a micro
stereolithography apparatus employing a pattern generator in
which a UV laser and dynamic LCD pattern generator were
used to generate the cross section of a 3D structure. While the
substrate did not move in the x—y direction in the liquid
photopolymer, an LCD pattern generation system was
necessary and the resulting diffraction had to be considered.
Maruo et al. [10] developed two-photon polymerization (TPP)
which utilizes focused lasers to precisely polymerize small
volumes resin and the volume is only polymerized if it is
excited by two different photons within a very short time
period. TPP is much slower than SL, but has successfully
created components with 100 nm features. TPP is limited to
polymers because it requires a clear resin to function;
suspended particles would scatter the laser beams. Young et al.
[11] have described a novel device for producing 3D objects
that has been developed using an LCD as a programmable,
dynamic mask and visible light to initiate photopolymerization.
Ikuta et al. [12] introduced micro stereolithography
technology and proposed a means of applying micro
stereolithography in mass-production using an optical fiber
array so that multiple microstructures could be fabricated in a
single process. Monneret et al. [13] presented a new process
of microstereolithography to manufacture freeform solid 3D
micro-components with outer dimensions in the millimeter
size range. Sun et al. [14] performed Monte Carlo simulations
and experimental studies to understand the detailed microscale
optical scattering, chemical reaction (polymerization), and
their influence on critical fabrication parameters. It was found
that due to the scattering, the fabricated line is wider in width
and smaller in depth compared with polymeric fabrication at
the same condition. The doping technique substantially
reduced the light scattering, which in turn enhanced the
fabrication precision and control. The experimental values of
curing depth and radius agreed reasonably well with the
theoretical modeling. Bertsch et al. [15] described new
polymer/composite photosensitive resins that can be used in
the microstereolithography process for manufacturing
complex 3D components. Huang et al. [16] analyzed the
shrinkage deformation of the mask type stereolithography
process. Lee et al. [17] developed a micro stereolithography
apparatus using a UV laser and a complex optical system.
Jiang et al. [18] developed a Masked Photopolymerization
Rapid Prototyping (MPRP) system using LCD panel as
dynamic mask with an upper exposure skill. Dongkeon et al.
[19] developed a liquid crystal display (LCD) based micro
stereolithography process in order to fabricate microparts with
superior mechanical properties (for e.g., micro gears) and
investigates the fabrication process of micro bevel gears using
photosensitive resins reinforced with ceramic nanoparticles.
Deshmukh et al. [20] proposes and develops an offaxis lens
scanning technique for MSL and carries out optical analysis to
compare its performance with the existing techniques
mentioned above. The comparison clearly demonstrates
improved performance with the proposed offaxis lens
scanning technique. Limaye [21] presented a more
sophisticated process planning method to build a part with
constraints on dimensions, surface finish and build time and
formulated an adaptive slicing algorithm that slices a CAD
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model so as to obtain the required trade-off between build time
and surface finish of up facing surfaces of the part.
Hadipoespito et al. [22] developed DMD based UV micro —
stereolithography system for fabricating 2D and 3D micro —
parts. With the help of characterization experiments it was
observed that the developed the DMD based imaging system
irradiates an entire photopolymer layer at once, providing
reasonable curing speed and good resolution at a low cost.
Micro parts were also fabricated in nanocomposites, which
were obtained by ultrasonic mixing of the transparent
photopolymer and nano-sized ceramic particles. The micro
models fabricated by this process could be used for micro scale
investment casting, tooling, devices, and medical applications.
In this method process optimization is needed to improve the
quality of fabricated micro — parts. Singhal et al. [23] has
presented a statistical surface roughness model for SLS
prototypes as a key to slice the tessellated CAD model
adaptively. The adaptive slicing system is implemented as
Graphic User Interface in MATLAB-7.

Choi et al. [24] developed a more economical and simpler
micro-stereolithography technology using a UV lamp as a
light source and optical fiber as the light delivery system and
photopolymer solidification experiments were conducted to
examine the characteristics of the developed micro-
stereolithography apparatus. Zhao et al. [25] developed a thick
film mask projection stereolithography to fabricate films on
fixed flat substrate and develop a column cure model in which
a CAD model of part is discretized into vertical columns
instead of being sliced into horizontal layers, and all columns
get cured simultaneously till the desired heights. Vatani et al.
[26] optimized the exiting slicing algorithms for reducing the
size of the files and memory usage of computers to process
them. In spite of type and extent of the errors in STL files, the
tail-to-head searching method and analysis of the nearest
distance between tails and heads techniques were used. As a
result STL models sliced rapidly, and fully closed contours
produced effectively and errorless. Deshmukh et al. [27]
carried out analysis and experimental verification of
optomechanical scanning systems for microstereolithography.
Choi et al. [28] developed MSL system for tissue engineering
using a Digital Micromirror Device (DMD) for dynamic
pattern generation and an ultraviolet (UV) lamp filtered at 365
nm for crosslinking the photoreactive polymer solution.
Gandbhi et al. [29] proposes and analyses a 2D optomechanical-
focused laser spot scanning system for microstereolithography
which allows uniform intensity focused spot scanning with
high speed and high resolution over a large range of scan.
Higher speed and high resolution at the same time are achieved
by use of two serial double parallelogram flexural mechanisms
with mechatronics developed around them. Itoga et al. [30]
developed maskless photolithography device by modifying
Liquid Crystal Display (LCD) projector optics from magnified
to reduced projection. The developed device produces a
practical centimeter scale micro-pattern by dividing a large
mask pattern and divisionally exposing it synchronized with
an auto — XY stage, applying it to cell micro-pattern and
microfluidic device production. But they arise problems in
jagged pattern boundaries due to the liquid crystal panel
structure and collapse pattern of the boundary divided on
divisional exposure using the auto — XY stage. Zhou et al. [31]
presented a novel AM process based on the mask video
projection. For each layer, a set of mask images instead of a
single image are planned based on the principle of optimized
pixel blending. Experimental results show that the mask video
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projection process can significantly improve the accuracy and
resolution of built components. The disadvantage of this
method is that it will require an additional linear stage with
good accuracy and moving speed. In addition, the platform
movement during the building process requires the designed
hardware to ensure the repeatability between different layers
which increases the overall cost of the system. Zabti [32]
carried out Pareto based Multi-objective function based
optimization of STL process which has three objective
functions. The goal is to find the optimum exposure time value
by minimizing the cure depth, surface roughness and
maximizing the mechanical strength. Lehtinen [33] developed
a DMD based projection stereolithography and a computer
code is written to control the entire manufacturing process.
Gandhi et al. [34] analyze various optical scanning schemes
used for MSL systems along with the proposed scheme via
optical simulations and experiments. The mechanical design
of the scanning mechanism is carried out to meet requirements
of high speed and resolution. The system integration and
investigation in process parameters is carried out and
fabrication of large micro-component with high resolution is
demonstrated. Campaigne III [35] developed projection
stereolithography and  material  characterization  of
nanocomposites photopolymers was carried out. Valentincic
et al. [36] conclude that DLP based stereolithography is used
to reduce the build time and to increase the manufacturing
accuracy. Compared to fused deposition modeling (FDM)
machines, machines for DLP stereolithography are expensive
and thus not available to a broad range of users as it is the case
with FDM 3D printers. Luo et al. [37] developed desktop
manufacturing system which can produce RP parts with good
machining efficiency, but the surface roughness should be
further improved. Ibrahim et al. [38] investigate the influence
of process parameters which are layer thickness and exposure
time on physical and mechanical properties of DLP structure.

Thus, by going through the aforementioned literature on SL
systems, it is observed that most of researchers develop
microstereolithography systems. The developed SL systems
are either LCD based or DMD based. The disadvantages of
LCD based SL systems are low pixel filling ratio, print —
through errors occurs due to light that penetrates into already
cured layers, unnecessary wavelengths cause inaccurate
dimensions in the cured part. The advantages of DMD based
SL systems are availability of UV compatibility, high
modulation efficiency, high light transmission, high optical fill
factor, low pitch size and pixel size. Both the developed SL
systems i.e. LCD as well as DMD based mentioned in above

literature survey are very expensive, which are not affordable
to common or medium sized industries or vendors who can
build their prototypes with a cheaper cost. Therefore,
development of a low cost SLA with better build speed is a
goal of this research work.

The sub-section 2.1 of section 2 describes the developed
low cost SLA in detail with specifications of the sub-systems,
different softwares, photo-polymer and photo-initiator used in
the apparatus. In sub-section 2.2 the absorbance spectrum of
photo-curable resin and light beam spectrum of DLP projector
are plotted. In sub-section 2.3 the slicing procedure of 3D
CAD model into 2D slices is explained with the help of
developed MATLAB code. The experimental results and
discussions are given in section 3. Finally, the conclusions are
drawn from experimental work in section 4.

2. EXPERIMENTAL SET UP
2.1 Stereolithography apparatus (SLA)

The stereolithography apparatus (SLA) is developed to
produce highly precise, three-dimensional (3D) structures
from broad selection of functional materials, especially
photopolymer resin. The lay-out of the experimental set-up is
shown in Figure 1 and the CAD model is shown in Figure 2.
The developed stereolithography apparatus (SLA) utilizes
focused light beam from DLP projector and then through the
objective lens over the surface of a photo-curable resin, which
undergoes photo-polymerization and forms solid structures.
The lamp of the modified DLP projector works as light source
and DMD chip in the DLP projector works as a dynamic
pattern generator for this SLA. The colour wheel of the DLP
projector is filtering most of the UV light out. But UV light is
required for solidification of the photopolymer. Therefore, we
had done changes in the colour wheel. The color wheel is a
glass disc with several colored segments that spins while the
projector is running to colorize the image. The projector
actually requires it to run; when the color wheel is simply
removed, the projector would not turn on the lamp. Therefore,
only glass portion of the color wheel is removed so that
maximum UV light should come out from the projector which
is the requirement for solidification of liquid resin. After
removing glass portion from the color wheel, the projector
becomes black and white. Infocus make DLP projector with
display resolution 1024x768 is used. The photograph of actual
experimental set-up is shown in Figure 3.
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Figure 1. Lay-out of the experimental set —up
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1-Frame, 2-Ball Screw, 3-Guide rod, 4-Z stage, 5-Resin Tank, 6-Stepper
motor

Figure 2. CAD model of experimental set-up without DLP
projector
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Figure 3. Experimental set-up
The photopolymer used in this experimentation is

polyethylene glycol di-acrylate with 2% Irgacure 784 as
photo-initiator. The absorbance spectrum of the photopolymer
is plotted and the maximum absorbance observed is in the
range of 315 nm to 480 nm. The peak absorbance of
polyethylene glycol di-acrylate matches with the peak
intensity of light beam of DLP projector which is in the range
of 400 nm — 570 nm. Therefore, polyethylene glycol di-
acrylate is selected as photo-curable resin and cost of the same
resin is also low as compared to other resins. From this data it
is concluded that maximum UV light is required for
solidification of the photopolymer. The NEMA 17 bipolar
stepper motor with 0.9° step angle, 5% step accuracy, 5 mm
shaft diameter is used to rotate the ball screw. The ball screw
with nominal diameter 12 mm, pitch 2.0 mm, core diameter
10.084 mm and lead angle 3.04° is used for up and down
motion of the Z-stage. The maximum speed of the stepper
motor is 2344 rpm and holding torque is 4.8 kg-cm. The Creo
3.0 software is used for modeling of 3D CAD model. The 3D
CAD model and STL file format in Creo 3.0 software is more
compatible with developed MATLAB code for slicing of 3D
CAD model as compared to other modeling softwares.
Therefore, Creo 3.0 software is selected for 3D CAD modeling.
A special MATLAB code is developed for slicing of the 3D
CAD model and this sliced 3D CAD model is imported into
the Creation Workshop software version 1.0.0.75 which is
used to control the focusing time period of sliced images
through DLP projector and focusing lens. The make of
focusing lens is Optics and Allied Engineering Private Limited,
Bangalore with 100 mm diameter and 100 mm focal length.
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The Creation Workshop software also controls the motion of
the Z-stage through Arduino MEGA 2560 micro- controller
and NEMA 17 bipolar stepper motor. It also controls input
parameters, such as layer thickness, motor movement speed,
exposure time and settling period. These parameters make the
equipment versatile and suitable for a wide range of different
tasks. Finally, the different shape objects are built by curing
the aforementioned photo-curable resin. The photographs of
the build components are taken by the Amp Cam digital
microscope with optimum resolution 640x480 and 5X digital
zoom. The FARO Edge 3D scanner with the specifications
+25um accuracy, 25um repeatability, 115 mm depth of field,
80 mm effective scan width for near field, 2,000 scanning
points per line, 40pum minimum point spacing, 280
frames/second scan rate and Class 2M laser is used to measure
the dimensions of the build objects. Thus, a low cost, high
build speed SLA is developed to fabricate 3D components.

In the Z- Stage, we have to control the linear movement of
the platform with the help of stepper motor and ball screw. The
stepper motors rotational motion is transformed in to linear
motion with help of ball screw coupled with motor shatft.
Arduino microcontroller is used for precise and accurate
control the movement of the motion stage. The rotational
movement of the stepper motor is controlled with the help of
special Arduino program. The program mainly consists of
various commands and statements to control the various
parameters such as speed, time delay etc. Figure 4 shows the
window of Arduino software in which the uploaded program
is shown. The Arduino Micro-controller with stepper motor is
interfaced with Creation Workshop Software to obtain desired
motion of Z-stage.
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Figure 4. The program uploaded to the Arduino software
2.2 Spectrum study of photopolymer and DLP projector

The 3D object is built by focusing the light beam of DLP
projector through objective lens on the z-stage platform. On
the Z-stage platform a layer of liquid photopolymer of
thickness equal to the slice thickness of CAD model is made
available by lowering the platform with help of ball screw and
stepper motor. Therefore, it is necessary to plot the absorbance
spectrum of photopolymer from which we can conclude that
what is value of wave length for peak absorbance. The Figure
5 shows the absorbance spectrum plot of photopolymer and it
is observed that the peak absorbance is at wavelength 335 nm,



410 nm and 480 nm. Therefore, the focused light beam must
have the peak wavelength in the range of 300 — 500 nm which
is a UV light region.
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Figure 5. Absorbance spectrum of photopolymer

Figure 6. DLP projector light beam spectrum plotting set-up
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Figure 7. Light beam spectrum of DLP projector

The study of DLP light beam spectrum is done by using
Horriba (model iHR320) light spectrometer. The Figure 6
shows the set-up for plotting the spectrum of DLP projector
light beam. The light beam from the DLP projector is passes
through the aperture then it passes through the neutral density
filter. The neutral density filter removes the unwanted light
rays. The spectrum is plotted for the light wavelength range of
250 — 900 nm. Finally, light beam passed into the
photoluminescence (PL) system. The PL system consists of
optical grating, mirror 1 and mirror 2 with CCD (closed circuit
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device) camera. The measured spectrum data by PL system is
collected by the computer. The Figure 7 shows the light beam
spectrum obtained by above mentioned spectrometer. From
light beam spectrum it is observed that the peak values are in
the wavelength range of 400 nm — 570 nm. Therefore, the light
beam of DLP projector is useful to cure the selected
photopolymer as peak wavelength range matches with each
other.

2.3 Slicing of 3D CAD model

Basically, the stereolithography equipment consists of a
DLP projector, focusing lens, resin vat, a linear translation
stage with a platform and a computer. Before the
manufacturing can begin, some preparations must be done.
First, the CAD model is sliced into horizontal cross-section
images. These black and white images will be projected one
by one onto the platform with resin layer. As there are different
methods available to slice a CAD model without tessellation
but slicing a triangulated mesh model is still the commonly
used method in 3D printing caused by its format (i.e. STL) is
widely adopted in software and machine. These different
methods of slicing a 3D CAD models are Contour,
Voxelization and Ray tracing [39]. The contour method is the
traditional slicing process that generates the cross-sectional
information by intersecting the input model with a set of
horizontal planes. As the input model is tessellated into faces
(e.g. triangles defined in the STL), the slicing operation is
actually a number of face-plane intersections, each of which is
a segment. In a layer, the intersection between the model and
a slicing plane is one or more polygons (contours), which are
constituted by the segments. The voxelization method creates
a 3D array of voxels that can cover the whole volume of the
input model, and then decides whether each voxel is inside or
outside the model. The in/out determination is challenging,
because the mesh is just a set of faces in the 3D space without
the information of inside or outside. In ray-tracing method, 2D
image is used and in/out for every pixel in a slice is determined
similar to point-in-polygon testing. In this method testing can
be done by casting a ray from each pixel to intersect with the
model, and finding out if the ray reaches the interior or exterior
of the model at a particular height. Out of the above three
slicing technologies, the ray-tracing method is the fastest in
most cases and it needs a moderate amount of memory for
computation. It maintains a good balance between
computation time and memory space. It would be optimal if
the intersection problem can be handled without creating other
problems. Therefore, due to these advantages, the ray-tracing
method is used for development of a special MATLAB code
for slicing of 3D CAD model in this research work.

The STL file shown in Figure 8 was originally conceived by
3D Systems [40] and it opened the door for rapid prototyping
and manufacturing market by allowing CAD data to be used
in STL systems. The file consists of an unordered list of
triangular facets that represent the outside skin of a part. The
triangular facets are described by a unit normal vector and a
set of X, Y, Z coordinates for each of the three vertices. The
unit vectors indicate the outside of the part. Since the STL
model consists of triangular facets, it is an approximate model
of the accurate CAD data. Regardless of being an imprecise
model, STL has become the standard used by most CAD and
RP systems. STL is a simple solution for representing 3D CAD
data and it provides small and accurate files for data transfer
for specific shapes [41, 42]. There are two formats for STL file:



ASCI and Binary which are shown in Figure 9 and Figure 10
respectively. Binary files are smaller and more compact.
Hence, they are more common. After generating the STL file
of the 3D CAD model then it is necessary to slice the model
into a number of horizontal cross-section images. The 3D
CAD model of the object which is to be built by using
stereolithography process is developed with the help of CREO
3.0 software. Then it is saved in STL file format using the same
software. The Figure 11 shows the 3D CAD model in STL file
format.

i I Frramilis

Figure 8. Standard Tessellation Language (STL) file and
CAD model [42]

Figure 9. ASCII STL file format [42]
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Figure 10. Binary STL file format [42]

Figure 11. 3D CAD model in STL file format
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Thus, a special MATLAB code is developed by using ray
tracing method and by using this code, the 3D CAD model is
sliced into a number of layers as shown in Figure 12. The
Figure 13 (a) and (b) shows a single sliced layer in MATLAB
software window. Then these sliced layers are imported in
Creation Workshop software and focused one by one at
required time interval with the help of DLP projector through
objective lens on the Z- stage platform and finally the 3D
object is built.

Figure 12. Sliced 3D CAD model

(b)

Figure 13. 2D Slices in MATLAB window

3. RESULTS AND DISCUSSIONS

The experiments are performed with hexagonal cross-



section and pyramid objects with 0.1 mm curing depth along
Z — axis. The trials are performed with different exposure time
and settling period. The exposure time is varied from 10
seconds to 1 second and it is observed that the objects are best
cured for 2 seconds curing period. The experimental test data
for hexagonal cross-section and pyramid objects are given in
Table 1 and Table 2 respectively. The CAD model of the
hexagonal prism is shown in Figure 14 and scanned image of
build hexagonal prism by FARO Edge 3D scanner is shown in
Figure 15. The built hexagonal prism is shown in Figure 16 (a)
and (b). The Figure 17 shows the measurements of dimensions
of hexagonal prism by FARO Edge 3D scanner. The Figure 18
shows the CAD model of pyramid and Figure 19 shows the
built pyramid. The scanned image of built pyramid by FARO
Edge 3D scanner is shown in Figure 20 and the measurement
of dimensions of pyramid by FARO Edge 3D scanner are
shown in Figures 21-23. The pyramid object with 120 numbers
of layers with 12 mm dimension along Z-axis is built. The
maximum area 18 mm x 16 mm of pyramid object along X-Y
plane is cured. For commercial SLA machines resolution in Z-
axis is in between 0.01 to 0.25 mm. The resolution along Z-
axis of 0.25mm creates a fairly coarse surface for medium
sized parts, but for larger models, the layer steps are not too
noticeable due to the relative size of larger parts. A resolution
of 0.1mm provides a more favorable surface finish for medium
and small parts. Therefore, experiments are performed with
0.1 mm curing depth along Z-axis. The maximum exposure
area obtained is 55mm x 45mm. It is observed that as the
curing time decreases the percentage error between the 3D
CAD model dimensions and built dimensions are also
decreases. The maximum and minimum percentage errors for
hexagonal cross-section object are 9.43 and 2.0 respectively.
The maximum and minimum percentage errors for pyramid
object are 4.44 and 0.93 respectively. The minimum
percentage error is observed for 2 seconds curing period. The
dimensions of the built components are measured by FARO
Edge 3D scanner with +25um accuracy. Creation Workshop
software Version 1.0.0.75 is used: (i) to control the Z-stage
motion, (ii) to control the focusing time of sliced images and
settling time. The resolution of the built components depends
upon Software Imposed Parameters (SIP) and SL Process
Parameters (PP). The Software Imposed Parameters (SIP) are
line width compensation, .stl file resolution, layer thickness, z
compensation, and stereolithography grid. The SL Process
Parameters (PP) consists of light beam size and intensity, light
beam focus depth, and layer thickness [43].

Figure 14. CAD model of hexagonal prism

(b)

Figure 16. Built hexagonal prism

Table 1. Hexagonal prism experimentation data

Object Cross- Measuring Dimensions (mm) No. of Exposure Settling Build
section Scale layers time Period time
(sec.) (sec.) (sec.)
X y zZ
Hexagon (7 mm CAD MQdel 14 14 10
side) Built object 1532 1428 9.66 100 2 3.5 546.5
% Error 9.43 2.0 34
Table 2. Pyramid experimentation data
Object Cross- Measuring Dimensions (mm) No. of Exposure Settling Build
section Scale layers time Period time
(sec.) (sec.) (sec.)
X y z
CAD Model 18 16 12
Pyramid Built object 17.20 16.15 10.85 120 2 35 656.5

% Error 4.44 0.93 2.33
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Figure 17. Measurement of height and side of hexagonal
prism

Figure 18. CAD Model of pyramid
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Figure 23. Faro edge 3D scanner

4. CONCLUSIONS

A low cost stereolithography apparatus (SLA) has been
developed with DLP projector as a UV light source. The
overall cost of the developed SLA is very low as compared to
the present commercial SLA available. Therefore, the build
cost of the fabricated objects is reduced due to developed low



cost SLA. The optimum curing period per layer is two seconds
per layer as the percentage error is minimum for two seconds
curing period. Therefore, build speed obtained is two seconds
per layer which is remarkable compared with present SLA.
The dimensional accuracy of fabricated objects is also
satisfactory as the maximum and minimum percentage error is
9.43 and 0.93 respectively which is acceptable comparing with
the results available in the literature [33, 36]. The dimensional
percentage error is decreased as the curing period or image
focusing period is reduced. The pyramid object with maximum
120 numbers of layers with 12 mm dimension along Z-axis is
built in 11 minutes. The maximum exposure area obtained
which can be cured in X-Y plane is 55 mm x 45 mm. The
resolution of the build objects in X-Y plane is 23 microns
which is resolution of sliced image focused from DLP
projector and Z-stage resolution is 0.1 mm. The advantages of
the developed SLA are low build cost, high fabrication speed,
excellent resolution in X-Y plane, low resin cost etc. The
limitations are low dimensional accuracy, poor resolution of
the fabricated objects along Z-stage. The future scope of the
work is to introduce the dimensional error correction model in
the experimentation to minimize the percentage errors of the
build objects. Another future scope is to perform the
experiments with values lower than 0.1 mm curing depth so

that resolution of build objects along Z- stage will be improved.
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NOMENCLATURE

3D three dimensional

AM additive manufacturing

CAD computer aided design

CAM computer aided manufacturing
DLP digital light processing

DMD digital micro-mirror device
LCD liquid crystal display

MEMS micro-electro-mechanical systems
MSL microstereolithography

PL photoluminescence

RP rapid prototyping

SL stereolithography

SLA stereolithography apparatus
STL standard tessellation language
uv ultra-violet
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Abstract—Biodiesel is a renewable, biodegradable, and efficient
fuel that can be blended with petro-diesel in any proportion. The
noise in the engine resulting from the combustion has a direct
effect on the engine’s performance. Many studies have examined
the engines’ vibration and noise when using diesel and biodiesel
blends. This study examines the optimization of diesel blends,
load, and compression ratio in the aspect of reducing noise on a
Kirloskar single-cylinder diesel engine. Noise was measured at
the engine and its exhaust on a computerized setup and for
different loads. The experimental results showed that a blend
with 15% biodiesel, at 7kg load, and 18 compression ratio
produced the lowest noise. Moreover, the Taguchi method was
utilized, and experimental results were validated by an ANN.

Keywords-transesterification; biodiesel; noise; optimization

L INTRODUCTION

Any alternative to diesel fuel should be replicable,
economical, and technically acceptable [1]. Biodiesel is
produced by the transesterification of renewable vegetable oils
and animal fats with the use of alcohol. Biodiesel is highly
degradable and nontoxic. Meanwhile, it has low emissions of
carbon monoxide, particulate matter, and unburned
hydrocarbons. Due to these properties, biodiesel has attracted
wide attention as a replacement to diesel fuel [1, 2]. Biodiesel
can be used without modifications in conventional compression
ignition engines. Noise and vibrations are major issues of diesel
engines [3, 4]. Engine body vibrations and noise are rich in
information about the engine’s operating parameters and
physical condition [4, 5]. Excess noise and vibrations wear out
components such as bearings, grouting, and couplings,
increasing maintenance cost due to more component failures
and unplanned operations. Due to noise and vibrations’
importance, there is a need to study the effect of biodiesel and
its blends on engine’s life and performance [6-8]. Noise level
depends on the load and the blending ratio of biodiesel [5]. As
a result, it is necessary to extend an engine’s life by using
optimal blends, after analyzing their impact in noise [5-9].

II.  EXPERIMENTAL PROCESS

A Kirloskar TV1 VCR single cylinder, four stroke, constant
speed, water-cooled diesel engine, having 3.5HP at 1500rpm,
was used on a computerized test bed equipped with measuring
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instruments such as thermocouples, dynamometer, tachometer
and flow meters. The engine’s specifications are shown in
Table 1.

TABLE 1. ENGINE'S SPECIFICATIONS
Name Kirloskar
No. of cylinders 1
No. of strokes 4

Water cooled
3.5kW at 1500rpm

Type of cooling
Power developing capacity

Compression ratio range 12-18
Stroke 110mm
Bore 87.5mm
Cylinder volume 661

Noise levels were measured by a noise meter for four
different fuel blends on variable load conditions and
compression ratios as per the Taguchi array. The study focused
on the input parameters of biodiesel blends for examining the
diesel engine’s operating conditions. Noise was measured at
the engine and its exhaust. A noise meter was placed at 0.5m
distance from the engine for measuring its noise, and another
was placed outside the room near the exhaust pipe end to
measure the noise at the exhaust [3-5]. The noise meter and its
specifications are shown in Figure 1 and Table II respectively.

TABLE II. NOISE METER'S SPECIFICATIONS
Display 14mm (0.55") LCD with backlight
Parameter measurement LP, Lmax, Leq, LN
Frequency range 31.5Hz~8kHz
Measurement range LP: 30~130dB (A)
Resolution 0.1 dB
Accuracy +1dB

Noise meter.

Fig. 1.
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Four fuel types were tested, namely: BO consisting of 100%
diesel, B15 consisting of 15% biodiesel and 85% diesel, B20
consisting of 20% biodiesel and 80% diesel, and B25
consisting of 25% biodiesel and 75% diesel [2, 3, 9]. Biodiesel
blend, load on the engine, and compression ratio were the
parameters whose effects on the engine’s noise were studied.
The parameters’ levels are listed in Table III.

TABLE III. PARAMETRIC CONDITIONS
A: Blend B: Load C: Compression ratio
Al=0 B1=0 Cl=16
A2=15 B2=4 C2=17
A3 =20 B3=7 C3=175
A4 =25 B4 =10 C4=18

A. Noise Analysis

The orthogonal array of the input parameters indicates the
number of combinations for the experiments. This selection of
orthogonal array is based on three parameters and four levels
for each parameter [2,5]. The array was obtained by Minitab
using the following operating parameters:

Taguchi Design

Design Summary

Taguchi Array  L16(4"3)
Factors: 3

Runs: 16

Columns of L16 (4"5) array: 12 3

TABLE IV. SAMPLE READINGS OF TAGUCHI ARRAY FOR
PARAMETER OPTIMIZATION
Noise at Noise at Noise at Notllsls at
Blend | Load | C.R. . the the engine
the engine exhaust SNR exhaust
SNR

0 0 16 92.75 108.9 -39.3463 | -40.7406
0 4 17 93 109.25 -39.3697 | -40.7684
15 4 16 93.75 112.15 -39.4394 -40.996
15 7 18 95 110.45 -39.5545 | -40.8633
15 10 17.5 95.6 110.95 -39.6092 | -40.9025
20 0 17.5 91.7 110.45 -39.2474 | -40.8633
25 10 16 96.35 111.9 -39.677 -40.9766

The fourth row of Table IV gives the optimum values of
input parameters for noise among the various blends. Signal-
to-noise ratio (SNR) measures how the response varies
relatively to the nominal or target value under different noise
conditions. Depending on the goal, different SNRs may be
chosen. In this experiment, lower SNRs are better. Optimal
conditions were met with B15 blend, 7kg applied load, and 18
compression ratio, where the noise was 95dB at the engine and
110.45dB at the exhaust.

B. Taguchi Analysis: Noise versus Blend, Load, C.R.

Taguchi method analysis results for noise at the engine
versus blend, load, and C.R are shown in Table V, while the
regression’s resulted equation is:

Noise at the engine =96.6—0.0507 Blend

1
+0.371Load —0.255C .R. W

TABLE V. NOISE AT THE ENGINE MODEL SUMMARY
S R-Sq | R-Sq(adj)
0.2196 | 76.30% | 40.76%

Taguchi model’s analysis results on noise at the exhaust
versus blend, load, and C.R are shown in Table VI, and the
regression’s resulted equation is:

Noise at the exhaust =107.89+0.0518Blend

(2)
+0.1900Loads +0.044C R.
TABLE VI. NOISE AT THE EXHAUST MODEL SUMMARY
S R-Sq | R-Sq(adj)
0.0658 | 86.48% | 66.21%

C. Validation of Experimental Results by Artificial Neural
Network (ANN)
The results of noise at the engine and the exhaust were
validated by an ANN. An ANN script, shown in Table VII, was
used for obtaining the output from the input parameters.

TABLE VII. ANN CONFIGURATION SCRIPT

clc; close all; clear all;

x = xlsread('Input1");

y = xIsread('Output2');

net = new ff{minmax(x),[20,1], {'logsig','purelin’,'trainlm'} );
net.trainparam.epochs = 1000;

net.trainparam.goal = le-15; net.trainparam.Ir = 0.01;

net = train(net, X, y);

y_net = net(X);

plot(y);hold on; plot(y net, 'r');

error =(y - y_net);

III.  RESULTS AND VALIDATION

A. Noise at the Engine

The experimental results for noise at the engine, the values
calculated by the ANN, and the error between them are shown
in Table VIII and a comparative graph of these values is shown
in Figure 2. Apparently, there is a small difference, less than
1.2%, between the experimental and the ANN calculated
values.

TABLE VIII. EXPERIMENTAL AND ANN RESULTS
Blend |Load|C.R. Noise ?t the Noise by Error Error %
engine ANN
0 7 |17.5 97 96 -1 -1.0%
0 10 | 18 95.2 96 0.8 0.8%
15 7 18 95 96 1 1.0%
20 10 | 17 95.9 95.5 0 0.0%
25 7 17 94.8 95.6 0.8 0.8%
25 10 | 16 96.35 95.2 115 | -1.2%

The regression plot obtained by the Taguchi model for the
experimental results was compared with the ANN regression
plot. The regressions’ R-square value was around 80%. The
straight line in these plots shows that the data fit a normal
probability distribution. There are very low residual values, as
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all residuals obtained are almost along the line in both plots.
The similarity in these plots validates the results.

Fig. 2. Comparison of experimental and ANN noise values at the engine.
Normal Probability Plot
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Fig. 3. Residual plot for noise at the engine by (a) Minitab, (b) ANN.

B. Noise at the Exhaust

The experimental results of noise at the exhaust, the values
calculated by the ANN, and the error between them are given
in Table IX. Moreover, a comparative graph of these values is
shown in Figure 4. Apparently, there is a tiny difference
between experimental and ANN results, less than 0.3%, for
noise at the exhaust.

TABLE IX. EXPERIMENTAL AND ANN RESULTS
Blend | Load | C.R. | Noise at the exhaust | Noise byANN | Error | Error %
0 0 16 108.9 109.2 0.3 0.27%
0 4 17 109.25 109.1 -0.15 | -0.14%
15 7 18 110.45 110.45 0 0.00%
15 10 [175 110.95 110.95 0 0.00%
20 0 [175 110.45 110.45 0 0.00%
25 10 16 111.9 111.9 0 0.00%

After comparing the regression plots of experimental and
ANN results in Figures 3 and 5, we can see that there are very
few residual values, and all values obtained are almost along
the line indicating a normal probability distribution. The
regression’s R-square value was 86.48%. The similarity in
these plots validates the results.

Fig. 4. Comparison of experimental and ANN noise at exhaust.
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Fig. 5. Residual plot for noise at the exhaust by (a) Minitab, (b) ANN.

IV. CONCLUSION

This study examined the optimization of noise reduction at
the engine and its exhaust with biodiesel blend, load, and
compression ratio of the engine as input parameters. Analysis
was carried out utilizing the Taguchi method, and optimization
of the input parameters was performed by using SNR [10, 11].
The experimental results obtained by Minitab were validated
by an ANN. The main conclusions of this study are:

e Optimal input parameters were: a blend with 15% biodiesel,
applied load of 7kg, and compression ratio 18, resulting to
95dB noise at the engine and 110.45dB at its exhaust.

e R-square values obtained by regression analysis were
around 80% and more, indicating that the obtained model
fits to the actual data.

o There are small to tiny differences between the

experimental and the ANN’s noise values.

o All regression residuals of both Minitab and ANN were
very low and almost along the line in both methods. The
similarities in both plots validated the results.
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CRITERGptimization of Biodiesel Synthesis using

3.3.5 Heterogeneous Catalyst (S10,) from Karanja
O1l by Taguchi Method

Satish A. Patil, R. R. Arakerimath

Abstract: Biodiesel is renewable and environmental friendly
fuel which has the capable to gain comparable engine
performance. In this experimental study, Karanja oil synthesized
by using Transesterification process. Transesterification of
Karanja oil to biodiesel using SiO; as a heterogeneous catalyst is
studied using five different parameters and levels each. Minitab is
used to fix the orthogonal arrays and Taguchi method is used to
analyze the interaction effect for the transesterification reaction.
The five different parameters responsible for biodiesel yield are
molar ratio of methanol to oil, catalyst concentration, reaction
temperature, reaction time and stirring speed. Effect of these
parameters has studied on small scale. The biodiesel yield
obtained experimentally at optimum conditions are 20%
methanol to oil molar ratio, 3% SiO2 catalyst addition, 65°C
reaction temperature, 180 min reaction time and 500 rpm stirring
speed is 77%.

Index Terms -Transesterification,
Heterogeneous catalyst,

Biodiesel, SiO,,

I. INTRODUCTION

The world today is getting evolved and needs are growing

day by day about everything. The nature has a fixed stock of
natural resources but human population is increasing at a
tremendous rate. In various zones diesel fuels are utilized and
have contribution for the economy of the nations. Due to the
rise in environmental consciousness and decrease of
petroleum reserves, there is needed to use of alternative fuels
[3]. Because of increase in Global warming and more
requirements of energy huge research and development is
going on for renewable energies [3]. The properties like non-
toxic, degradability, less carbon monoxide emission,
particulate matter and unburned hydrocarbons, the biodiesel
has gained an international focus as an alternative to diesel
fuel [3]. The conventional compression engine does not
require any modification to use the biodiesel as fuel.

The yields of Karanja oil biodiesel were obtained by 25
different sets of different experimental conditions and noted.
All experiments were performed as per array obtained by
Taguchi method under the different experimental conditions
as mentioned here.
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The analysis of the results has done by Taguchi method
using Minitab for optimization of input parameters. The
different graphs have plotted here from results obtained
during the analysis. The optimum conditions For different
input parameters have identified for maximum yield of
biodiesel production from Karanja oil using Heterogeneous
catalyst.

II. OPERATING CONDITIONS

There the Transesterification process for biodiesel
production from Karanja oil using heterogeneous catalyst.

Effect of different input parameters have studied as
follows.

1) Variation of Molar Ratio in reaction.

2) Effect of amount of catalyst.

3) Effect of temperature on reaction.

4) Effect of stirring speed on reaction.

5) Effect of reaction time of reaction

The range of operating conditions for each parameter have
as follows.

Table 1. Optimizing parameter conditions

A:Molar B: C: D:Reaction E:
Ratio % Catalyst Reaction Time Reaction
% Temp. °C Speed
Al=5 B1=15 Cl =55 D1 =60min. | El=
°C 300rpm
A2 =10 B2=20 C2=60 D2 =90 min. | E2 =400
°C rpm
A3 =15 B3=25 | C3=65 D3 =120 E3 =500
°C min. rpm
A4 =20 B4=30 | C4=067 D4 =150 E4 =600
°C min. rpm
A5=25 B5=35 | C5=70 D5 =180 E5 =700
°C min. rpm
III. EXPERIMENTAL RESULTS SIO2 AS A

CATALYST

Initially the esterification process is done, the color of
Karanja oil after esterification changed from deep brown to
reddish yellow. The transesterification process produces
methyl ester (Karanja oil biodiesel) and glycerol form upper
and lower layers respectively. Due to more density of
glycerin, it was settled at bottom. The catalysts and unused
methanol were in the lower glycerol layer. The results shown
that, using SiO, catalyst the biodiesel production is a
considerable potential .
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Twenty-five experiments for transesterification process were
conducted using Karanja oil with methanol under different
conditions of reactions to produce biodiesel. Input parameters
and % of yields were noted. Sample readings are given below.
Taguchi Design

Design details

Array obtained by Taguchi Method L25 (575)
Factors: Five numbers

Runs: Twenty five

Columns of L25 (576) array: 12345

Molar ratio | Catalyst % Reaction temp | Reaction time Reaction speed | Yield % SNRAIL SRES
5 15 55 60 300 50 33.9794 -0.06531
5 2 60 90 400 52 34.3201 -1.24764
10 3.5 55 90 500 72 37.1466 1.83866
15 3 55 120 700 68 36.6502 -0.5516
15 35 60 150 300 73 37.2665 0.16741
20 2.5 55 150 400 67 36.5215 -0.94569
20 3 60 180 500 77 37.7298 1.62962
20 35 65 60 600 74 37.3846 -0.4575
25 15 70 150 500 68 36.6502 0.85144

II.l above tabl.e the row which is highlited by yellow c.olour M Effects Plot for SN ratios

gives the optimal values of input parameters for maximum Data Weans

biodiese] yield because Of high Value Of SN ratio' The _ Malar Ratia % | _c.ﬂl.‘aj.'r:-?."-_. ResctionTemp. o) BeactionTime | Reacton Speed.

biodiesel yield obtained experimentally at optimum 7 ;

conditions are 20% methanol to oil molar ratio, 3% SiO2 o r.'J 4

catalyst addition, 65°C reaction temperature, 180 min reaction % 583 _f" 4 ,.-" »

time and 500 rpm stirring speed is 77%. z 7 I e i o= =5 £y e

ey # { "y
TAGUCHI ANALYSIS WITH SiO; CATALYST 5 i
= ;

Taguchi Analysis: yield % versus Molar Ratio %, Catalyst ... 355 ;

reaction Speed : '

Response Table fOr Signal tO NOise Ratios =24 i e MK ] 18 13 ko RS U.SE © 8 S‘! n -50 115 IW.JD.U 400' 500 60 100

Larger is better

Table 3.Response Table for Signal to Noise Ratios

Level | Mola | Catalyst | Reaction | Reaction | Reaction
r % Temp.°C | Time Speed
Ratio
%
1 35.18 | 35.34 36.24 36.17 36.26
2 36.06 | 35.75 36.31 36.24 36.06
3 36.39 | 36.42 36.20 36.13 36.50
4 36.72 | 36.80 36.12 36.31 36.35
5 37.12 | 37.17 36.60 36.62 36.31
Delta | 1.93 1.82 0.47 0.49 0.44
Rank | 1 2 4 3 5

Main Effects on yield by SN ratio for Individual
Parameter: For examine differences between level for one or
more factors the main effect plot is used. The graphs shows
the response mean for each factor level. [1]
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Sgnai-to-ngise Langeris brtior
Fig. 1.Main Effects Plot for SN ratios

This figure shows that, the two graphs are steeper than others.
First is the mean of S/N ratios vs molar ratio and second is the
mean of S/N ratios vs. catalyst%. So, it is concluded that the
two parameters affecting the yield mainly are the molar ratio
and catalyst %. The effects of other three parameters can be
neglected

IV. INTERACTION PLOT FOR PARAMETER A AND
B (FOR MOLAR RATIO AND CATALYST %):

Analysis by Taguchi : % yield vs Molar Ratio, Catalyst %
Response Table for Signal to Noise Ratios
Larger is better

Table 4. Response Table for Signal to Noise Ratios

Level Molar Ratio % Catalyst %

1 35.18 35.34

2 36.06 35.75

3 36.39 36.42

4 36.72 36.80

5 37.12 37.17
Delta 1.93 1.82
Rank 1 2
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Interaction Plot for SN ratios: Main effects were generally
focused by Taguchi method, but suspected interactions are
important to test. To measure whether the effect of one factor
on response characteristic depends on the level of other the
interaction plot is used. [1]

Ui i Flot for SN jafce

Dast Miwrz
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~ - L _
’ -
-p fSite °
— b » . v . :
- . -
-
- -
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» - v - "
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: > . b o » "
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Fig.2. Interaction Plot for parameter A and B (For molar ratio
and Catalyst %)

Simultaneously the interaction plots shows, the variation of
yield with effect of molar ratio and catalysts are as shown in
figure. This shows that the yield has maximum value for 20 %
molar ratio and catalyst 3%.

V. REGRESSION ANALYSIS FOR SIO,

Regression Analysis: yield % versus Molar Ratio %, ... ,
Reaction Speed Analysis of Variance.

Table 5. Analysis of Variance

Source DF | AdjSS | AdjMS | F-Value | P-Value
Regression 5 ! 125'9 2331'19 42.00 0.000
Molar Ratio % 1 544.50 54‘:)'50 98.08 0.000
Catalyst % 1 598.58 59%58 107.82 0.000
Reac‘“o"éTemp' 1 1.66 1657 | 030 | 0.591
Reaction Time 1 19.22 19.220 3.46 0.078
Reaction Speed 1 2.00 2.000 0.36 0.555
Error 19 | 10548 5.552
Total 24 1211'4

Model Summary: R square value in model summary
provides the measure of, how perfect the model is fitting with
the actual data. R square value 91.70% shows that the
obtained model is fitted to actual data.

Table 6. Summary of Model

S R-sq R-sq(adj) | R-sq(pred)
2.35622 | 91.70% | 89.52% 86.30%
Regression Equation: It is a statistical model that determine
the specific relationship between the input and output
parameters. It gives the outcome with a relatively small
amount of error.
yield % =35.39 + 0.6600 A + 6.920 B + 0.0484 C + 0.0207 D
+0.00200 E
Residuals Normal plot for Yield %: Graphical tool for
comparing a data set with the normal distribution is the
normal probability plot. The data fit in the normal probability
distribution is shown by a straight line in this plot. All
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residuals obtained are almost along the line and very low
residual values .

Normal Probability Plot
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Fig.3. Normal Probability plot

VI. CONCLUSION

The analysis of optimizing the transesterification process has
been carried out by Taguchi method for production of
biodiesel from Karanja oil [1].

The different input parameters as in above table have been
optimized using SNR , The conclusion are as follows;

1) The biodiesel yield obtained experimentally at optimum
conditions are 20% methanol to oil molar ratio, 3% SiO2
catalyst addition, 65°C reaction temperature, 180 min reaction
time and 500 rpm stirring speed is 77%.

2) Main effective plot has concluded that the two parameters
affecting the yield mainly are the molar ratio and catalyst %.
3) The interaction plot shows that the yield has maximum
value for 20 % molar ratio and catalyst 3%.

4) R square value 91.70% shows that the obtained model is
fitted to actual data.

5) The data fit in the normal probability distribution is shown
by a straight line. All residuals obtained are almost along the
line and very low residual values.
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Experimental Analysis of Karanja Biodiesel blends
to Study its effects on Engine Performance, Noise
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Abstract: Biodiesel is renewable and environmental friendly fuel which has the potential to provide comparable performance of
engine. In this experimental study biodiesel blends (BOO to B25) were used, which were synthesized using Transesterification process.
Study of their effect on brake specific fuel consumption (BSFC), brake thermal efficiency (BTH), noise and vibration parameters have
carried out. The output parameters were measured using vibrometer, noise meter and also other measuring instruments. The tests were
carried out at different loads and plots are plotted here to study the effect of blends. It has been seen that for B25 the BSFC is
considerably less as compared to the diesel. The brake thermal efficiency for biodiesel B10 and B25 is closer to the diesel fuel. For the
blend B20 engine has less noise and B10 and B15 have the less engine vibrations. At heavy load it is found that the biodiesel blends
have better BSFC, brake thermal efficiency and less noise values for the biodiesel blends compared to the pure diesel fuel.

Index Terms - Transesterification, Biodiesel, BSFC, BTH, Noise, Vibration

L. INTRODUCTION

Diesel fuels have significance for the economy of nations because they are utilized in various zones in daily life. The fuel which will
be substitute to diesel fuel must be suitable, technically and economically acceptable [3]. Biodiesel is synthesized by transesterification
from renewable sources such as vegetable oils and animal fats with alcohols. Because of properties like high degradability, no toxicity,
low emission of carbon monoxide, particulate matter and unburned hydrocarbons, biodiesel has gained international attention as an
alternative to diesel fuel[3] Biodiesel is an ecofriendly and provides complete combustion with less gaseous pollutant emission[3].
Biodiesel does not require any modification in conventional compression engine.

Engine body vibrations are rich in information about its operating parameters and physical condition and could be measured by
attaching vibrometer to the engine block. Study is focused on ways to extract useful information about the diesel engine operating
conditions. The diesel engine vibration parameters were studied. The three parameters used in vibration measurement are displacement,
velocity and acceleration. Velocity and acceleration are the most important parameters depending on the frequency range [6]. A sensor
was fixed on the engine head vertically with the help of magnet.

Excess vibrations wear out components such as bearings, grouting, couplings etc. eventually, damage of support structure can affect
the balance, risk of fatigue of components, decreased equipment efficiency. Increased maintenance cost due to more component failures
and unplanned operations [6].There is needed to study the effect of biodiesel and its blends on the engine life. Study of different
parameters of vibrations is more important because they affect engine performance as well as engine life. It is necessary to enhance
engine life by optimal use of blends by analysis of vibrations of the engine. And to find out the best biodiesel blends for better
performance and enhanced engine life

IL EXPERIMENTAL SETUP

The setup comprises of four cylinders, four strokes diesel engine associated with hydraulic dynamometer. It has control panel with
fuel tank, manometer, and fuel estimating unit, contactless speed indicator and temperature indicator. Temperature indicator is utilized
to indicate the engine jacket cooling water inlet, outlet and calorimeter temperature. To analyze the effect of vibration and noise the
vibrometer and noise meter were used. The vibrometer is having frequency range of 1 — 20 KHz. The noise meter is having accuracy of
1dB. It is used to record the unwanted noise at the time of engine running. The engine used for the experiment is of Mahindra 4
cylinder, 4 stroke diesel engines having 39 KW capacities at running speed of 5000 RPM and water was used to cool the engine.
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Fig 1. Experimental Setup
III. RESULTS AND DISCUSSION

3.1) Brake specific fuel consumption and Brake thermal efficiency:

06 Load Vs BSFC Load Vs ng 4,
' @=gmmBSFC(B25) 50 =¢==nb.th (BOO)
0.5 -
el BSFC(BO5) 40 nb.th (BO5)
0.4
Q 03 @i BSFC(B10) 30 - nb.th (B10)
(7] . <
@ 02 amem BSFC(B15) & 20 nb.th (B15)
01 e BSFC(B20) 10 == nb.th (B20)
a=@==BSFC(BOO) 0 ' —®-nb.th (B25)
0 ' ' 0 5 10
0 5 Load,Kg 10 Load, Kg
Fig 2. Load vs. BSFC Fig 3. Load vs. BTE

From fig 2, it is observed that diesel has lower BSFC whereas biodiesel blends exhibits higher BSFC at all loads which is due to
higher density, viscosity and lower heating value of biodiesel. Bsfc decreases with increasing load for various blends of biodiesel and
diesel.

The percentage of energy present in the fuel that is converted into useful work is indicated by brake thermal efficiency. So, BTH is
one of the main performance parameter. The comparison of BTE of the various blends of Karanja (B05, B10, B15, B20 and B25) with
pure diesel is as shown in Fig 3. The BTE of Karanja blends are lower than diesel for the entire load. The decreasing trend in efficiency
with increase in blend of biodiesel is because of lower calorific value of methyl esters than the diesel fuel. Due to its high viscosity the
poor atomization may be caused.

3.2) NOISE:
Load Vs Noise (db)

95

93 ~ === Noise
5, » el (db)(BOO)
g === NOise
2 g9
S (db)(BO5)

87

85 T T T T T 1

0 2 4 6 8 10 LoadKg

Fig 4. Load VS Noise

Statistical analysis of data and graph, It is cleared that the noise of engine measured at exhaust is lowest for B20 and increased as load
increase. The noise of the diesel is less initially and also increases as load increases.
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3.3) VIBRATION:

There are three important parameters of vibration viz displacement, velocity and acceleration. These are measured by using
vibrometer for analysis.

a) Displacement:

Load Vs Displacement

0.5

0.45 _
£ 04 - —&—Displacem
£ 035 ent(B00)
S === Displacem
5 03 ent(B05)
2 0.25

0.2

0.15 : : . . .

0 2 4 6 8 10 Load Kg

Fig 5. Load vs. Displacement
It is observed that the displacement for the biodiesel blend (B20) is higher at heavy load as compared to the pure diesel fuel. The

displacement for B20 at load of 8 kg is near about 0.45mm. For BOS5 blend the displacement is much less near about 0.33mm compared to
the pure diesel fuel.

b) Velocity:

Load Vs velocity

32

30 = Velocity(B0OO)

)8 ===\ elocity(B05)
z ==>¢=\/elocity(B10)
.g 26 - === \/elocity(B15)
o =@-Velocity(B20)
>

24

22

20 -+ T ]

0 5 Load Kg 10

Fig 6. Load vs. Velocity

Statistical analysis of data it is observed that the velocity was lower for B10 and B15 as compared to diesel fuel. Velocity for all
blends and also for diesel initially was low and increases with load.

¢) Acceleration:

Load Vs Acceleration

200

175 =jll=Acceleration(B00)
.§ 150 == Acceleration(B05)
g ==é= Acceleration(B10)
S 125 Acceleration(B15)
<

100

75 T T T T 1

0 2 4 6 8 10 Load Kg

Fig 7. Load vs. Acceleration

From the statistical analysis of data it is observed that the acceleration was lowest for B10, B15 and B20. Diesel having higher
acceleration values as compared to all blends. The acceleration values decreased as the load increase.
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IV. CONCLUSION

In this experimental study biodiesel blends (BOO to B25) were used, which were synthesized using Transesterification process. Study
of their effect on brake specific fuel consumption (BSFC), brake thermal efficiency (BTH), noise and vibration parameters have carried
out. The observations and results have as follows.

a) It is observed that diesel has lower BSFC whereas biodiesel blends exhibits higher BSFC at all loads which is due to higher

density, viscosity and lower heating value of biodiesel.

b) It has seen that the brake thermal efficiency for biodiesel B10 and B25 is closer to the diesel as fuel. The efficiency for blends

also reaches up to 35%.

c) Itis observed that the blend B20 is an optimal fuel for diesel engine which gives less noise.

d) Biodiesel blend B10 and B15 have shown the less vibration parameter values in four cylinder four stroke CI engine as compared

to diesel.
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Biodiesel Production Optimization using

Heterogeneous Catalyst (Al,O3) in Karanja oil
by Taguchi Method

Satish A. Patil, R. R. Arakerimath

Abstract: Biodiesel is renewable and environmental friendly
Jfuel which has the potential to obtain considerable performance
of engine. The aim of this work is to optimize the
transesterification process for production of biodiesel using
Taguchi method. In this experimental work, the Karanja oil
transesterification is done to produce biodiesel using Al,0; as a
heterogeneous catalyst, using five parameters and five levels.
Orthogonal array obtained by Minitab to analyze the interaction
effect by using Taguchi method for the transesterification
reaction. The parameters such as molar ratio of methanol to oil,
catalyst concentration, reaction temperature, reaction time and
stirring speed are effect on biodiesel yield. Effect of these
parameters is investigated on small scale. Experimental yield
obtained at optimal conditions i.e. are 20:1 molar ratio of
methanol to oil, addition of 3% ALQOj; catalyst, reaction
temperature 65°C, reaction time 60 min and 600 rpm stirring
speed is 80%.

Keywords: Biodiesel,
catalyst, Optimization

Transesterification, Heterogeneous

I. INTRODUCTION

Today the world’s needs are growing day by day about

everything. Nature has a fixed stock of natural resources but
the population is increasing at a tremendous rate. Diesel fuels
are used in various fields and have significance for the
economy of nations. Rise in environmental consciousness and
limited petroleum reserves, it is necessary to find out
alternative fuels [3]. Biodiesel have the properties like no
toxicity, high degradability, low emission of carbon
monoxide, particulate matter and unburned hydrocarbons. It
has an international attention as an alternative to diesel fuel
[3]. Biodiesel does not require any modification in
conventional compression engine.

The Karanja oil methyl ester yields, obtained by
transesterification process. As per array developed by
Taguchi method, there were 25 sets of experiments of
transesterification process for production of biodiesel. Ratio
of methanol to oil, catalyst concentration, reaction
temperature, reaction time and stirring speed [2] were taken as
per array obtained by Taguchi method.
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A Operating conditions
Different Parameters affecting the Transesterification
process
Effect of different parameters studied as follows.[2]
1) Variation of Molar Ratio in reaction.
2) Effect of amount of catalyst.
3) Effect of temperature on reaction.
4) Effect of reaction time of reaction
5) Effect of stirring speed on reaction.
The operating conditions for each parameter and levels
are listed below:
For catalyst AL,O;
Table I. Optimizing parameter conditions

B: C: D:Reaction E:
A:Molar . . .
Ratio % Catalyst Reation Time Reaction
% Temp. °C | min Speed rpm
At=5 | Bi=10 |75 | pr=6omin. |E73%
C rpm
A2=10 | B2=15 0CZ=60 D2 =90 min, | 02 =400
C rpm
A3=15 | B3=20 §3=65 D.3=120 E3 =500
C min. rpm
C4= D4 =150 E4 = 600
A4=20 | B4=25 | oo min. pm
A5=25 | B5=3.0 §5=70 D§=180 E5 =700
C min. rpm

II. EXPERIMENTAL ARRAY DEVELOPED BY
TAGUCHIMETHOD AND YIELD OBTAINED WITH
SN RATIOS

Taguchi Design

Design Summary

Taguchi Array L25 (575)

Factors: 5

Runs: 25

Columns of L25 (5%6) array: 12345
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Table II. Taguchi array for optimization of parameters (Sample readings)

MOLAR CATA-L REACT REACT REACT % SNRAI1 SRES

RATIO YST % TEMP. TIME SPEED YIELD
5 1 55 60 300 60 35.5630 0.231455
5 1.5 60 90 400 62 35.8478 -0.1543
10 3 55 90 500 70 36.9020 -1.31158
15 1 65 180 400 65 36.2583 0.231455
15 3 60 150 300 74 37.3846 -0.54006
20 2.5 60 180 500 72 37.1466 -0.54006
20 3 65 60 600 80 38.0618 2.160247
25 1 70 150 500 70 36.9020 0.617213
25 1.5 55 180 600 72 37.1466 0.231455

The highlighted row of above table gives the optimum values
of input parameters for maximum yield, because of higher
values of SN ratio.

III. ANALYSIS BY TAGUCHI METHOD

Taguchi Analysis: % YIELD versus Molar Ratio %, Catalyst
... tion Speed
Larger is better

Table III. Response Table for Signal to Noise Ratios

Level Molar Catalyst React React React
Ratio % % Temp. °C | Time Speed
1 36.37 36.33 36.68 36.96 36.94
2 36.77 36.64 36.83 36.83 36.77
3 36.84 36.84 37.01 36.93 36.75
4 37.11 37.24 36.99 36.90 37.05
5 37.47 37.51 37.05 36.94 37.04
Delta 1.10 1.19 0.37 0.13 0.31
Rank 2 1 3 5 4

Main Effects Plot for SN ratios

Main effect plot is used to examine differences between level
means for one or more factors. It graphs the response mean for
each factor level. [1]

Main Effects Plot for SN ratios

Data Means
Molsr Batln % | Catalynt % [AdsctionTermp of | SesctionTime | Besction Speest
5.0 » »
/
g 7
¥ ,cf /
£ o / e < i
* S AR J
c o 4 # -
RS / L
r' -

-

D I S e R T e
Sigrolto-poise Langer & better
Fig.1. Main Effects Plot for SN ratios
From above graphs it is observed that graphs of mean of S/N
ratios vs molar ratio and mean of S/N ratios vs catalyst% are
steeper than others, so it is concluded that these two
parameters i.e. molar ratio and catalyst % affects the yield
mainly and effects of other three parameters can be neglected.
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IV. INTERACTION PLOT FOR PARAMETER A
AND B (FORMOLARRATIO AND CATALYST %) :

Taguchi Analysis: % YIELD versus Molar Ratio %,

Catalyst %
Table IV. Response Table for Signal to Noise Ratios

Level Molar Ratio % Catalyst %
1 36.37 36.33
2 36.77 36.64
3 36.84 36.84
4 37.11 37.24
5 37.47 37.51

Delta 1.10 1.19

Rank 2 1

Interaction Plot for SN ratios:

Taguchi method generally focuses on main effects, but it is
important to test suspected interactions. Interaction plot is
used to measure whether the effect of one factor on response
characteristic depends on the level of other.[1]

Interaction Plot for SN ratios

Data Means
1 i5 i) 25 30
o4 Malar
8 Ratio %
| —— -
X Fra - o
<o - : | 15
MolarRatio % s S 365 | —h - 0
- - |- 25
> |
ETVE . [ Lyt % I
a3 —% | —-— 3
7 |~ 15
xp| M Ak a7 e * 0
res iy 'y 25
366 | e g s > 24
- —"
0| o
w
5 10 15 -] 25

Sgnokto-nole Larger i[5 befter

Fig.2.Interaction Plot for parameter A and B (For molar
ratio and Catalyst %)
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The above interaction plot shows that the maximum value of
SNR at catalyst 3% and molar ratio 20 i.e. the maximum yield
at this combination.

V. REGRESSION ANALYSIS:

Regression Analysis: % YIELD versus Molar Ratio %, ... ,
Reaction Speed
Table V. Analysis of Variance

Source DF | AdjSS Adj F-Valu | P-Va
MS e lue
. 5 528.758 105.75 | 48.07 0.00
Regression 5 0
Molar Ratio % 1 208.080 (2)08.08 94.58 8.00
Catalyst % 1 288.000 (2)88.00 130.90 8.00
ReactionTemp | 1 26.818 26.818 | 12.19 0.00

.°C 2

Reaction Time 1 0.080 0.080 0.04 (1).85
Reaction 1 5.780 5.780 2.63 0.12
Speed 2
Error 19 | 41.802 2.200

Model Summary

In model summary R square value provides a measure of how
well the model is fitting the actual data. Here R square value is
92.67%, this shows that the model obtained is fitted to actual
data.

Table VI. Model Summary
S R-sq R-sq(adj) R-sq(pred)
1.48327 92.67% 90.75% 87.90%

Regression Equation

Regression equation is statistical model that determine the
specific relationship between the input parameters and output
parameters. It gives the outcome with a relatively small
amount of error.

%YIELD = 40.62 + 0.4080 Molar Ratio % + 4.800
Catalyst % + 0.1949 Reaction Temp. - 0.00133
Reaction Time + 0.00340 Reaction Speed

Normal Probability plot of Residuals for % YIELD

The normal probability plot is a graphical tool for comparing
a data set with the normal distribution. A straight line in this
plot shows the data fit a normal probability distribution. There
are very low residual values and all residuals obtained are
almost along the line.

Normal Probability Plot
(response is %YIELD)

Percent
88
.,

| . 2 ik o 1 2 - §
Standardized Residual

Fig.3. Normal Probability plot
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VI. CONCLUSION

The analysis by Taguchi method has been carried out for
optimizing the transesterification method for production of
biodiesel from Karanja oil [1]. The various input parameters
such as molar ratio, catalyst %, reaction temperature, reaction
time and stirring speed have been optimized using SNR based
on this study, it can be concluded that as follows;

1) Experimental yield obtained at optimal conditions i.e. are
20% molar ratio of methanol to oil, addition of 3% Al,O;
catalyst, reaction temperature 65°C, reaction time 60 min
and 600 rpm stirring speed is 80%.

2)From main effective plots, it is observed that graphs of
mean of S/N ratios vs molar ratio and mean of S/N ratios vs
catalyst % are steeper than others, so it is concluded that
these two parameters i.e. molar ratio and catalyst % affects
mainly on the yield.

3) The interaction plot proves that the maximum value of SNR
at catalyst 3% and molar ratio 20% i.e. the maximum yield
at this combination.

4)Here R square value is 92.67%, this shows that the model
obtained is fitted to actual data.

5) A straight line in the normal probability plot shows the data
fit a normal probability distribution. There are very low
residual values and all residuals obtained are almost along
the line.
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ABSTRACT: Patients suffer from various heart diseases may lead to sudden death. So that prior detection of
arrhythmia is important to prevent the sudden deaths. Developing the methods of ECG signal features
extraction is required to detect heart abnormalities and different kinds of diseases. This study shows the
arrhythmia detection system based on kernel-PCA and support vector regression. Feature of ECG signal are
the interval between the points such as RR interval, P, R, Q, S, and T beats having the specific magnitude.
The several methods have been proposed to recognize and analyze the ECG signals. In this paper, we
employ the combination of kernel-PCA and support vector regression classifier to recognize the ECG signal.
The method consists of three steps; first, low pass filter removes the noise in ECG signal. Then Kernel-PCA
and higher order statistics are derived for feature extraction of ECG signal. Finally, the obtained feature set is
used as input to SVR classifier to classify the ECG signal. Most of the data comes from online MIT-BIH
dataset to obtain the ECG records for evaluating the classification performance. The classification
performance of the proposed model is also compared with the several conventional machine learning
classifiers, which is better classification accuracy.

Keywords: ECG signal, feature extraction, Principal Component Analysis, Arrhythmia detection, Super vector
machine and SVR (Super Vector Regression)

Abbreviations : CNN, Convolution Neural Network; ECG,- Electrograph; FFNN, Feed Forward Neural Network;
FPN, Fusion of Paced and Normal Beat; PSO, Particle Swarm Optimization ;PVC, Premature Ventricular contraction;
PCA, Principal Component Analysis; RMSE, Root Mean Square Error; SVM, Super Vector Machine; SVR, Super
vector Regression.

. INTRODUCTION As the technology changing researcher has been
develop the many computational techniques or methods

In recent year medical science technology has become to extract the normal ECG signal from noisy data.

widely increasing for automatic diagnosis of health
problem. The electrocardiogram (ECG) plays a very
significant role for diagnosing the health problem such
as arrhythmia or other cardiac related issues. The
purpose of ECG is to analyse and diagnoses the heart
problem efficiently and accurately. The ECG receives
the electrical signals from patient and obtains the
arrhythmia signal information. In arrhythmia problem
and genetic abnormalities change the contour of ECG  _____ I
signal; each portion of electrocardiogram beats contains |
information relevant to the doctor when a proper I

:

I

diagnosis is obtained.

The Fig. 1 shows the simple Electrocardiogram signal

indicating the P, Q, R, S and T parameter [20]. The P | |

beats occurs due to ventricular depolarization, the QRS I I

are beats and the T beats due to ventricular | :

depolarization. Volume of electrocardiogram ECG I I
: :
1 |
1 |

recorded in medical emergency is now increasing as
heart disease patient are expanding at a disturbing rate.
The ECG signal contain various types of noise during
the signal receives from patient such noise has some

time high frequency or low frequency signal. It may Fig. 1. Shows the simple Electrocardiogram signal.
affect the wrong diagnosis. So that noise removal is
necessary.
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In previous studgsrllgecr B@e:’accomplished the various

model of differeRt nds of feature extraction from ECG
signals and a classification techniqgue has been
proposed. Feature extraction may contain the non-
linear, time, frequency domain and multi domain feature
extraction [2, 3]. For the classification classical methods
is used such as Artificial Network, Support Vector
Machine (SVM), Super vector regression (SVR) etc. In
the time domain the ECG signal can be easily figure out
by the noise and has low accuracy level [4, 5]. Another
approach for extracting the ECG feature based on
convolutional neural network model. The model has two
sections; the first part extract the feature from ECG
signals and second part perform the classification of
feature based on the first section. Feature extraction
was discussed based on principle component analysis
to reduce the multidimensional data and input is
processed by three pooling layer approach [6]. These
signals cannot be consider as the accurate parameter of
ECG signals for accomplishing high arrangement
correctness. There are various combination of methods
have been proposed for ECG feature extraction
classification. For the feature optimization the genetic
algorithm and the SVM based classifier designated for
classification of ECG waveforms [7, 22, 23]. The
Extreme learning machine algorithm calculates the
minimum weight Single Hidden Layer Feed forward
Neural Network for classification [8]. The KNN based
approach for cardiac arrhythmia classification. The
model is one of the types of recurrent neural network for
classification is based on the LSTM in time serious
domain. In the recent study, echo state network was
implemented based on the morphology for classifying
the normal and abnormal ECG signals of heart. The
classification is based on the two classes SVEB and
VEB [10]. The feature extraction from non-linear
process in time and space domain based on the T
complexity is applied to the RR and for classification
used 13 different classes [11, 12].

Although, all above mentioned classification techniques
or methods have good result, they used a combined
space, time, frequency, linear and non-linear domain for
ECG beat classification. So that present research
proposed ECG waveform detection model that
extracting the features in multi domain based on the
empirical mode decomposition with linear discriminate
analysis [13]. The combined approach of polyhedral
conic separation and k-means clustering was applied as
classifier to differentiate the ECG waveforms with 5
different classes such as N for Normal, RBBB for Right
Bundle Branch Block, LBBB for Left Bundle Branch
Block, APC for Atrial Premature Contraction and VPC
for Ventricular Premature Contraction [14-15]. Kutlua
and Kuntalp proposed a new cloud based model for
automatic classification of ECG beats with minimum
processing of signals [16]. The proposed model is
based on the compression based similarity (CSM) and
classification is done by KNN with one Bayesian
classifier for better accuracy. An effective method to
classify the ECG signal based on the super vector
regression analysis on 400 samples of data set of
various arrhythmias was proposed [24]. Proposed
Model is tested and compared with the various neural
network classifiers techniques and observed that it gives
better accuracy than existing system. The purpose of

this research is to propose an efficient arrhythmia
detection techniques based on the kernel principle
component analysis and support vector regression
methods. In this research select 5 classes; normal Beat
(N), Aberrant atrial premature Beats (S), Ventricular
Ectopic beats (V), Combination beat (F), Unclassifiable
beats (Q). We used Support vector regression classifier
to classify the instances of ECG beats. In section Il brief
description of proposed methodology gives the data
handling and signal pre-processing procedures. In
section Ill and IV discusses the evaluation, result
analysis and discussion and in section V conclusions.

Il. PROPOSED METHODOLOGY

The entire schematic diagram of recommended model
as present in Fig. 2. The Model based on the Kernel-
PCA and SVR classifier for feature extraction and
classification of ECG signal to detect the arrhythmia.
First raw ECG signal is pre-processed using low pass
filter to remove the noise after that applied Kernel-PCA
and Higher Order Statistics method for feature
extraction from ECG. The extracted feature is further
processed for classification using the SVR algorithm.

e |

|
Input ECG_’ Removal of ||, | Segment
Signal Baseline Noise: Overlapping
Tttt ”””’”.:::_’_’_::_’_::::_’_:: _’_::___‘
‘ [
|| Predictea | PR ||
} Class Regression }

Fig. 2. Schematic diagram of Recommended Model for
Classification of ECG signal.

Fig. 2 shows the proposed system can be categorized
of three different sections such as pre-processing,
obtaining feature and classification of beats. The
working principle of proposed model as shown in
following steps.

The raw ECG waveform are input to the system, and
then pre-processed to remove the unwanted
frequencies called as noise using the low pass filter.
Optimized the inputted ECG data by KPCA. KPCA is
implemented to reduce the dimension and extract the
ECG features. The wavelet transform techniques are
used to extract the feature in frequency domain.

The KPCA are designated by non-linear and frequency
domain parameter, which is useful for feature input to
instruct and analyse the SVR classifier and finally
predicted class of ECG signal, is classified from the
MIT-BIH dataset.

A. ECG Signal pre-processing based on Low Pass Filter
The ECG beats are weak and it contains the noise so
that pre-processing is required before the feature
extraction [19]. Sometimes noise is distinct. We
proposed the noise removal technique based on the low
pass filter and pass the small frequency of ECG data
and attenuates the high frequencies. Low pass filter
function is proposed with cut-off frequency from 5 to
15Hz is used for noise removal is described below:

1 2 2 <X:

H(xm,xn)={ VIn T = (1)
0, xZ + x2 > X.

where, X is the cut-off frequency
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The Present techniques shows to verify the ECG Pre-
processing. As adding the noisy data for pre-processing
with the proposed techniques with 360 Hz interference.

RMSE = [L Sio(Y = F)2] @
Where Y; sample of ECG noisy signal, N is the sample

length. ECG beat class from the dataset has been
select for pre-processing by threshold.

B. Segmentation

The primary step is applied to show the lowest slope of
ECG waveform such as goes down the waveform from
R to S. and is also shows the higher slope of ECG
waveform such as signal moving from lower Q to higher
R

y(x) = ﬁ(y(x +1)— y(x— 1)), x=0,1, 2
3....N—1 (3)
Where, 2At for sample frequency and N for number of
sample. Starting conditions are set to reduces error i.e.,

beginning condition is indicated for x = 0, and x - N-1.

C. KPCA for Feature Extraction

The ECG signal has uncertain amount of data and most
of the significant data is incorporated into the nonlinear
procedure. The non-linear process of feature extraction
easier to finding out the normal ECG signals [20]. We
present the KPCA method to extract the feature of ECG
signals. The high-dimensional F-Space highlight (with
measurement N) enables to acquire features (non-linear
primary segments) with higher-request connections
between information factors, and we can separate
nonlinear segments up to n information point numbers
(expecting n N). Portion PCA depends on standard
direct PCA calculation in an element space where
information x info is mapped by means of some non-
linear capacity x [21]. Finally, we utilize part capacity to
compute authorized location item in space.

First consider nonlinearly mapping all data points x to
f(x) in a higher dimensional feature space F. the
covariance matrix can be estimated as

Nf = I fXn)f (Xn)T (4)
Plugging this into the eigen equation of the covariance
matrix

Xf® = 49 ©)
Get the,

[ 2Ny F XD X)T| @1 = 2 Z0_ 1 (F(Xn) - @)f (X)) =
1.9, (6)

The eigen @, vector is a linear combination of the N
mapped data points

@ = TR INLCE. @)f ) = Thral (X)) (7)
where, a{) = —(f(X,). ®,) (8)
Multiply f(X,,)" in equation 8 to both sides
(FXn) . @) = ANay = 3N, a? f(Xn) . (X)) =

Moy @) k(X Xn) 9)
Where,
k(Xm Xn) = (X)) - f(Xp)) (mn=1....N)  (10)
Kernel representing a inner-product of two vectors in
space F. If we consider (m,n =1.......N)
Equation 10 is scalar equation becomes the m-th
component of the vector

1:Na® = Ka, (11)

Where, N is eigen vectors ofK, which is obtained by
solve the eigen value of K. The eigen value of Kis
proportional to eigen value of A; of the converiance
matrix Y, ffor the feature selection of ECG beats in high
dimensional space.

D. Higher Order System (HOS)

Depending upon the types of cardiac arrhythmia the
ECG signals has some variation in shape. The
proposed techniques should receive and eliminates
these differences of signals. The cumulants are the
good statistical function to eliminate the differences of
ECG signals [18]. The normal signal amplitude varies
from 1.15 to 1.36 which is same as the length of 0.39.
The cumulant is a very powerful tool to reduce the error
in ECG signals during the classification process [25].
The second, third and fourth order comulant are as
follows:

cumulant(x,,, x,) = E[xpn, %] (12)
cumulant(x,,, x,,) = E[xpm, Xp, X,] (13
cumulant(xg, xp, X., Xq) =

E[xm,xn,xo,x,,] — Elx,, x,] E[xo,x,,] —

E[xm, x,] E[xn,x,,] — E[xp, x,,] E[xy, %] (14)
Where, x,,,x,,x,,%, is the Gaussian noise sequence
independent from the data. Every order of function has
certain feature. Where the second order function is
signal variance, third order function is signal skewness
and the fourth order function is signal kurtosis. These
three functions disclose the HOS of ECG signals. This
function can be used in combine the shows the
classification result more accurately.

In our research, HOS gives the better result as compare
the Gaussian noisy signal in ECG data. It is foreseen
that higher order statistics could likewise eliminate the
impact of other unwanted signals in cardiac arrhythmia
dataset [25].

The length of the sample for feature extraction is the
major problem in utilizing the higher order statistics. In
our research, applied the KPCA model for sustain the
shape of signals that shows the minimum length. So
that by combining the HOS and KPCA to maintaining
the morphology in proposed model.

E. SVR for Classification

After obtaining the feature of proposed model; each
sample of ECG beats are classified individually based
on the K-PCA and SVR. In this case each beat were not
the same as the others, the most of the frequent output
between the three component vectors as recent output.

Support Vector Regression (SVR): SVR is a Novel
technique of learning system. This for solving
supervised classification problems due to its
generalization ability. In essence, SVM classifiers
maximize the margin between training data and the
decision boundary (optimal separating hyper plane),
which can be formulated as a quadratic optimization
problem in a feature space. The subset of patterns
those are closest to the decision boundary are called as
support vectors Regression. SVR uses undefined
benchmarks from the SVM for gathering, with only two
or three minor changes. As issue of first significance,
since yield is a certified number it ends up being
uncommonly difficult to foresee the present information,
which has boundless possible results.
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Because of backslide; an edge of obstruction (epsilon)
is set in estimation to the SVM which would have
adequately requested from the issue. However, other
than this reality, there is in like manner an increasingly
befuddled reason; the estimation is progressively
tangled as such to be taken in thought.
Regardless, the rule thought is reliably the equivalent: to
constrain botch, individualizing the hyper plane which
enlarges the edge, recollecting that bit of the goof is
persevered.
Kernel Function as
For Polynomial
k(X %) = (X %) (15)
Where m, n is constant term and d is for degree of
kernel. In equation 5 calculate the dot product of two
vector term by increasing the power of kernel.
For Gaussian RBF

2
ket %) = exp (— 2 2e) (16)
|, — x| is for Euclidean distance between x,, and x,,.
To determine the performance of proposed model of
SVR classifier six parameters are used which is
Sensitivity, Specificity, Accuracy, false positive rate,
false negative rate and precision. All the parameters are
calculated as follows.

e . TP

Specificity = TFeEm (17)
e . TN

Sensitivity = TreTD) (18)

Accuracy = (T_P +T_N)/(T_P +F_P +T_N +F_N)
(19)

FAR = (F_P)/(F.P +T_N) (20)
FRR = (F_N)/(T_.P +F_N) (21)
Precision = (T_P)/(T_P +F_P) (22)

Where, T_P is for the True Positive, T_N is for True
Negative, F_N is for False Negative, F_P is for False
positive, FAR is for false positive rate and FRR is for
false negative rate.

lll. EVALUATION AND RESULT ANALYSIS

The proposed method characterizes the five different
classes

ECG beat annotations:

N - beats starting in the sinus hub

S - Aberrant atrial premature Beats

V - Ventricular Ectopic beats

F - Combination beat

Q - Unclassifiable beats

In this Experimental analysis, the MIT/BIH arrhythmia
database dataset is utilized for validate the proposed
Method. The database contains comment for both
planning data and beat class data checked by free
specialists. A total of 1800 samples from the MIT-BIH
arrhythmia database are equally divided into training
sets. A total of 400 samples of N are derived from
records 100, 101, 103 and 105. Similarly, 400 samples
of APC are derived from records 109, 111, 207 and 214,
and 400 samples of VFN are derived from records 118,
124, 212 and 231. We also derive 400 samples of PVC
from records 106, 119, 200 and 203 and 200 samples of
FPN from records 209 and 222. A total of 1800 samples
are used as ECG data after sampling and pre-
processing the ECG signals. It is suggested that every
ECG beat be ordered into the accompanying five
heartbeats composes: N, S, V, F and Q beats.

N-Beat. Normal ECG sample from MIT/BIH dataset is
shown Fig. 3.
Normal ECG Sample

300
200 -

100 A

Amplitude

0 -

-100 -
No. of Sample

Fig. 3. N-beat ECG Sample.

Fig. 3 shows ECG signal to extract Time and Frequency
based features. Those features are classified using
SVR.

Table 1: Performance Analysis of Normal Class.

Parameter Accuracy Level
Accuracy 0.9840
Sensitivity 0.92
Specificity 0.988571429

FAR 0.005747
FRR 0.148148
Precision 0.92

Table 1 shows the Performance Analysis of Normal
Class. For Normal Class Total Accuracy for 100
randomly picked ECG sample of the MIT-BIH is 98.4 %.
Below Figure shows the Accuracy, Sensitivity,
Specificity, False Positive Rate, false Negative Rate and
Precision.

Perfarmance of Mormal Class
1.2
3 1
0.&
g 0.6
A 04
< 0z
o]
A
O &£ & &S
& &R L 2
. N & G
OC.J ‘}E: Q,(" qfo
& ,,g@ cg Parameters ¢

Fig. 4. Performance Analysis of N-beat Class.

S-Beat. Atrial premature complexes (APCs) are a
common kind of heart arrhythmia characterized by
premature heartbeats originating in the atria. Another
name for atrial premature complexes is premature atrial
contractions. When a premature beat occurs in the
upper chambers of your heart, it's known as an atrial
complex or contraction. Premature beats can also occur
in the lower chambers of your heart. These are known
as ventricular complexes or contractions. Causes and
symptoms of both types of premature beats are similar.
Fig. 5 shows the Aberrant atrial premature signal to
extract the Time and frequency based feature and
classify those feature using SVR.

Sanamdikar et al., International Journal on Emerging Technologies 11(2): 44-51(2020) 47




Aberrant atrial premature ECG sample
100 -
50 -

0 -
50
-100 -
-150 -

Amplitude

No. of Sample

Fig. 5. Aberrant atrial premature ECG sample.

Table 2: Performance Analysis of Aberrant atrial
premature Class.

Premature Ventricular Contraction ECG
Sample

200
150 -
100 -
50 -

Amplitude

No. of Sample

Fig. 7. V-beat class ECG Sample.

Table 3: Performance Analysis of Premature
Ventricular Contraction Class.

Parameter Accuracy Level
Accuracy 0.981333
Sensitivity 0.92
Specificity 0.985714

FAR 0.005764
FRR 0.178571
Precision 0.92

Table 2 shows Performance Analysis of Aberrant atrial
premature Class. For Aberrant atrial premature Class
Total Accuracy for 100 randomly picked ECG sample of
the MIT-BIH dataset is 98.1 %.

Fig. 6 shows the performance analysis of S-beat with
different parameter such as Accuracy, Sensitivity,
Specificity, False Positive Rate, false Negative Rate and
Precision.

V-Beat. Premature ventricular complexes/contractions
(PVCs; also referred to a premature ventricular beats,
premature ventricular depolarizations, or ventricular
extra systoles) are triggered from the ventricular
myocardium in a variety of situations. PVCs are
common and occur in a broad spectrum of the
population. Premature Ventricular Contraction ECG
sample from combined dataset is shown Fig. 7.

Table 3 shows the Performance Analysis of Premature
Ventricular  Contraction Class. For Premature
Ventricular Contraction Class Total Accuracy for 100
randomly picked ECG sample of the MIT-BIH data is
98.9 %.

Performance Analysis of Aberrant atrial

premature
1.2
2 of
= 06 I I I
%z 04
< 0.8 =
3 ¢ & &
w \4\(\ F & & ©
NS o>
o’ L O %
K¢ S & &
97 9 AxisTitle

Fig. 6. Performance Analysis of S-Beat Class.

Parameter Accuracy Level
Accuracy 0.989333
Sensitivity 0.88
Specificity 0.997143
FAR 0.008523
FRR 0.043478
Precision 0.88

Performance Analysis of Premature
Ventricular Contraction

—_

Accuracy
.
7
-

S\ ¢ &
O v &
FLE O
& L &
Yo K Q
Parameter

Fig. 8. Performance Analysis of V-beat class.

Fig. 8 shows the performance analysis of V-beat with
different parameter such as Accuracy, Sensitivity,
Specificity, False Positive Rate, false Negative Rate and
Precision.

F-Beat. Combinational beat occurs when electrical
impulses from different sources act upon the same
region of the heart at the same time. If it acts upon the
ventricular chambers it is called a ventricular
combinational beat, whereas colliding currents in the
atrial chambers produce atrial fusion beats. Ventricular
combinational beats can occur when the heart's natural
rhythm and the impulse from a pacemaker coincide to
activate the same part of a ventricle at the same time,
causing visible variation in configuration and height of
the QRS complex of an electrocardiogram reading of
the heart's activity. Combinational (Fusion) of ventricular
and normal ECG sample from Combined dataset is
shown Fig. 9.
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Combinational of Ventricular and Normal

500 -+
400 A
300 -
200 -
100 -
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Unclassifiable ECG sample
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Fig. 9. Fusion of Ventricular and Normal ECG Sample.

Table 4: Performance Analysis of Fusion of
Ventricular and Normal Class.

No. of Sample

Fig. 11. Unclassifiable ECG sample.

Table 5: Performance Analysis of Unclassifiable

Parameter Accuracy Level
Accuracy 0.986667
Sensitivity 0.88
Specificity 0.994286

FAR 0.008547
FRR 0.083333
Precision 0.88

Table 4 shows the Performance Analysis of Fusion of
ventricular and normal Class. For Fusion of ventricular
and normal Class Total Accuracy for 100 randomly
picked ECG sample of the MIT-BIH data is 98.6 %.

Performance Analysis of Fusion of
Ventricular and Normal

<
©

Accuracy
o000
[@]\CE Ne)looLon\V)

) & & &
& & @
o & o &
& & &
el %Q/ %Q <

Parameter

Fig. 10. Performance Analysis of F-Beat Class.

Fig. 10 shows the Performance Analysis of Fusion of
ventricular and normal ECG beats such as Accuracy,
Sensitivity, Specificity, False Positive Rate, false
Negative Rate and Precision.

Q-Beats. Label that marks a segment of unreadable
data. Unclassifiable ECG sample from combined
dataset is shown in Fig. 11. Table 5 shows the
Performance Analysis of Unclassifiable Class. For
Unclassifiable Class Total Accuracy for 100 randomly
picked ECG sample of the MIT-BIH data is 98.9 %.

Class.

Parameter Accuracy Level
Accuracy 0.989333
Sensitivity 0.88
Specificity 0.997143

FAR 0.008523
FRR 0.043478
Precision 0.88

Performance Analysis of Unclassifiable
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Fig. 12. Performance Analysis of Q-Beat Class.

Fig. 12 shows the Performance Analysis of Fusion of
Unclassifiable ECG beats such as Accuracy, Sensitivity,
Specificity, False Positive Rate, false Negative Rate and
Precision. From Fig. 13 shows the comparing
performance of several methods [1, 24, 26] with
proposed KPCA-SVR method. It observed that
specificity, sensitivity, positive prediction and false
prediction rate of arrhythmia detection obtained by the
suggested algorithm are better than the previous
methods.
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Table 6: Performance Evaluation of Several Methods and Proposed Methods.

Parameters ANN MD SVM KPCA-
SVR
Sensitivity 0.93 0.98 0.94 0.98
Specificity 0.92 0.93 0.93 0.96
Positive Prediction 0.91 0.91 0.95 0.98
False Prediction 0.2 0.3 0.2 0.04
Comparing Performances of Several Methods with Proposed Methods
1.2
0.98
1 0.980.94 e 096 0.950-98
093 0.92V-950.9 0.910.91
0.8 -
>
g = ANN
5 0.6 -
;C; =MD
0.4 - SVM
0.2 - m KPCA- SVR
O .
Sensitivity Specificity Positive Prediction False Prediction
Parameters

Fig. 13. Accuracy Comparisons of KPCA-SVR with other methods.

IV. RESULT AND DISCUSSION

Arrhythmia detection is an active research area in
biomedical engineering with rapidly analysing the
normalities and abnormalities of heart. The standard
criteria for RR interval or ECG signal have number of
limitations when discriminate the SVT from VT and
alternative techniques have been suggested as the
EGM width criterion which have the some limitation for
QRS detection [10-13] and morphological techniques
such as wavelet transform and Probability Density
Function which do not have effective classification result
[7, 22, 23]. The mechanism of feature extraction is
proposed to extract the effective features for ECG
recognition. The ECG data is sampled from MIT-BIH
arrhythmia dataset and the data is pre-processed with
low pass filter method with the 360 Hz interference. The
various features have been proposed in the literature for
classification of ECG beats. The classification
performance of ECG beats is depends on feature
extraction, feature reduction and classification algorithm.
As the obtained results clearly indicate, ECG beats
classification technique based on the combination of
Kernel-PCA and SVR feature extraction to increase the
accuracy, sensitivity, specificity and precision. This
improvement can be caused by good performance of
SVR classifier with reduced the number of ECG
features.

V. CONCLUSION

In medical practices, computer based diagnosis of heart
diseases or other kinds of heart problem can reduces
the workload of medical practitioner and more
concentrate on treatment rather than diagnosis. In this
paper, an efficient Kernel-PCA and Support Vector

Regression based ECG classification system is
proposed to carry out automatic ECG arrhythmia
detection by classify the patient's ECG into
corresponding five kinds of cardiac arrhythmia condition
such as Normal, Aberrant atrial premature, Ventricular
Ectopic, Combination and Unclassifiable beats. Low
pass filter method is used for pre-processing the ECG
signal and removes the noise interference. The
Proposed model uses the MIT-BIT cardiac arrhythmia
dataset for ECG signal classification. The ECG signals
have been classified into six common parameter are
measure like Accuracy, sensitivity, specificity, False
Positive Rate, false Negative Rate and Precision. The
results show that the proposed algorithm is effective for
prediction of cardiac arrhythmias, with an accuracy of
98%, sensitivity is 98%, Specificity is 96%, Positive
Prediction is 98% and False Prediction is 0.4%. The
proposed model can accomplish the better classification
output so that diagnosis of cardiac arrhythmia
effectively. The detection of arrhythmia by accuracy,
specificity, sensitivity and prediction is superior to
previous research because of the combination of KPCA
and SVR in model. The higher order Statistics of
cumulants are efficiently eliminates the variation in
similar types of ECG signals so that easily classify the
cardiac arrhythmia.

VI. FUTURE SCOPE

In our further research, we intend to focus on following
points: (i) classification is performing on all the ECG
beats of cardiac arrhythmia (ii) Optimal selection of
feature sub-set to reduce the training time
(computational requirements), (ii) achieving high
classification accuracy with small sized input feature
vector and limited training dataset.
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Abstract—Biodiesel is a renewable, biodegradable, and efficient
fuel that can be blended with petro-diesel in any proportion. The
noise in the engine resulting from the combustion has a direct
effect on the engine’s performance. Many studies have examined
the engines’ vibration and noise when using diesel and biodiesel
blends. This study examines the optimization of diesel blends,
load, and compression ratio in the aspect of reducing noise on a
Kirloskar single-cylinder diesel engine. Noise was measured at
the engine and its exhaust on a computerized setup and for
different loads. The experimental results showed that a blend
with 15% biodiesel, at 7kg load, and 18 compression ratio
produced the lowest noise. Moreover, the Taguchi method was
utilized, and experimental results were validated by an ANN.

Keywords-transesterification; biodiesel; noise; optimization

L INTRODUCTION

Any alternative to diesel fuel should be replicable,
economical, and technically acceptable [1]. Biodiesel is
produced by the transesterification of renewable vegetable oils
and animal fats with the use of alcohol. Biodiesel is highly
degradable and nontoxic. Meanwhile, it has low emissions of
carbon monoxide, particulate matter, and unburned
hydrocarbons. Due to these properties, biodiesel has attracted
wide attention as a replacement to diesel fuel [1, 2]. Biodiesel
can be used without modifications in conventional compression
ignition engines. Noise and vibrations are major issues of diesel
engines [3, 4]. Engine body vibrations and noise are rich in
information about the engine’s operating parameters and
physical condition [4, 5]. Excess noise and vibrations wear out
components such as bearings, grouting, and couplings,
increasing maintenance cost due to more component failures
and unplanned operations. Due to noise and vibrations’
importance, there is a need to study the effect of biodiesel and
its blends on engine’s life and performance [6-8]. Noise level
depends on the load and the blending ratio of biodiesel [5]. As
a result, it is necessary to extend an engine’s life by using
optimal blends, after analyzing their impact in noise [5-9].

II.  EXPERIMENTAL PROCESS

A Kirloskar TV1 VCR single cylinder, four stroke, constant
speed, water-cooled diesel engine, having 3.5HP at 1500rpm,
was used on a computerized test bed equipped with measuring
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G H Raisoni College of Engineering and Management and
Savitribai Phule Pune University
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instruments such as thermocouples, dynamometer, tachometer
and flow meters. The engine’s specifications are shown in
Table 1.

TABLE 1. ENGINE'S SPECIFICATIONS
Name Kirloskar
No. of cylinders 1
No. of strokes 4

Water cooled
3.5kW at 1500rpm

Type of cooling
Power developing capacity

Compression ratio range 12-18
Stroke 110mm
Bore 87.5mm
Cylinder volume 661

Noise levels were measured by a noise meter for four
different fuel blends on variable load conditions and
compression ratios as per the Taguchi array. The study focused
on the input parameters of biodiesel blends for examining the
diesel engine’s operating conditions. Noise was measured at
the engine and its exhaust. A noise meter was placed at 0.5m
distance from the engine for measuring its noise, and another
was placed outside the room near the exhaust pipe end to
measure the noise at the exhaust [3-5]. The noise meter and its
specifications are shown in Figure 1 and Table II respectively.

TABLE II. NOISE METER'S SPECIFICATIONS
Display 14mm (0.55") LCD with backlight
Parameter measurement LP, Lmax, Leq, LN
Frequency range 31.5Hz~8kHz
Measurement range LP: 30~130dB (A)
Resolution 0.1 dB
Accuracy +1dB

Noise meter.

Fig. 1.
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Four fuel types were tested, namely: BO consisting of 100%
diesel, B15 consisting of 15% biodiesel and 85% diesel, B20
consisting of 20% biodiesel and 80% diesel, and B25
consisting of 25% biodiesel and 75% diesel [2, 3, 9]. Biodiesel
blend, load on the engine, and compression ratio were the
parameters whose effects on the engine’s noise were studied.
The parameters’ levels are listed in Table III.

TABLE III. PARAMETRIC CONDITIONS
A: Blend B: Load C: Compression ratio
Al=0 B1=0 Cl=16
A2=15 B2=4 C2=17
A3 =20 B3=7 C3=175
A4 =25 B4 =10 C4=18

A. Noise Analysis

The orthogonal array of the input parameters indicates the
number of combinations for the experiments. This selection of
orthogonal array is based on three parameters and four levels
for each parameter [2,5]. The array was obtained by Minitab
using the following operating parameters:

Taguchi Design

Design Summary

Taguchi Array  L16(4"3)
Factors: 3

Runs: 16

Columns of L16 (4"5) array: 12 3

TABLE IV. SAMPLE READINGS OF TAGUCHI ARRAY FOR
PARAMETER OPTIMIZATION
Noise at Noise at Noise at Notllsls at
Blend | Load | C.R. . the the engine
the engine exhaust SNR exhaust
SNR

0 0 16 92.75 108.9 -39.3463 | -40.7406
0 4 17 93 109.25 -39.3697 | -40.7684
15 4 16 93.75 112.15 -39.4394 -40.996
15 7 18 95 110.45 -39.5545 | -40.8633
15 10 17.5 95.6 110.95 -39.6092 | -40.9025
20 0 17.5 91.7 110.45 -39.2474 | -40.8633
25 10 16 96.35 111.9 -39.677 -40.9766

The fourth row of Table IV gives the optimum values of
input parameters for noise among the various blends. Signal-
to-noise ratio (SNR) measures how the response varies
relatively to the nominal or target value under different noise
conditions. Depending on the goal, different SNRs may be
chosen. In this experiment, lower SNRs are better. Optimal
conditions were met with B15 blend, 7kg applied load, and 18
compression ratio, where the noise was 95dB at the engine and
110.45dB at the exhaust.

B. Taguchi Analysis: Noise versus Blend, Load, C.R.

Taguchi method analysis results for noise at the engine
versus blend, load, and C.R are shown in Table V, while the
regression’s resulted equation is:

Noise at the engine =96.6—0.0507 Blend

1
+0.371Load —0.255C .R. W

TABLE V. NOISE AT THE ENGINE MODEL SUMMARY
S R-Sq | R-Sq(adj)
0.2196 | 76.30% | 40.76%

Taguchi model’s analysis results on noise at the exhaust
versus blend, load, and C.R are shown in Table VI, and the
regression’s resulted equation is:

Noise at the exhaust =107.89+0.0518Blend

(2)
+0.1900Loads +0.044C R.
TABLE VI. NOISE AT THE EXHAUST MODEL SUMMARY
S R-Sq | R-Sq(adj)
0.0658 | 86.48% | 66.21%

C. Validation of Experimental Results by Artificial Neural
Network (ANN)
The results of noise at the engine and the exhaust were
validated by an ANN. An ANN script, shown in Table VII, was
used for obtaining the output from the input parameters.

TABLE VII. ANN CONFIGURATION SCRIPT

clc; close all; clear all;

x = xlsread('Input1");

y = xIsread('Output2');

net = new ff{minmax(x),[20,1], {'logsig','purelin’,'trainlm'} );
net.trainparam.epochs = 1000;

net.trainparam.goal = le-15; net.trainparam.Ir = 0.01;

net = train(net, X, y);

y_net = net(X);

plot(y);hold on; plot(y net, 'r');

error =(y - y_net);

III.  RESULTS AND VALIDATION

A. Noise at the Engine

The experimental results for noise at the engine, the values
calculated by the ANN, and the error between them are shown
in Table VIII and a comparative graph of these values is shown
in Figure 2. Apparently, there is a small difference, less than
1.2%, between the experimental and the ANN calculated
values.

TABLE VIII. EXPERIMENTAL AND ANN RESULTS
Blend |Load|C.R. Noise ?t the Noise by Error Error %
engine ANN
0 7 |17.5 97 96 -1 -1.0%
0 10 | 18 95.2 96 0.8 0.8%
15 7 18 95 96 1 1.0%
20 10 | 17 95.9 95.5 0 0.0%
25 7 17 94.8 95.6 0.8 0.8%
25 10 | 16 96.35 95.2 115 | -1.2%

The regression plot obtained by the Taguchi model for the
experimental results was compared with the ANN regression
plot. The regressions’ R-square value was around 80%. The
straight line in these plots shows that the data fit a normal
probability distribution. There are very low residual values, as
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all residuals obtained are almost along the line in both plots.
The similarity in these plots validates the results.

Fig. 2. Comparison of experimental and ANN noise values at the engine.
Normal Probability Plot
(response is SN ratios)
(a) Es
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B #
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Fig. 3. Residual plot for noise at the engine by (a) Minitab, (b) ANN.

B. Noise at the Exhaust

The experimental results of noise at the exhaust, the values
calculated by the ANN, and the error between them are given
in Table IX. Moreover, a comparative graph of these values is
shown in Figure 4. Apparently, there is a tiny difference
between experimental and ANN results, less than 0.3%, for
noise at the exhaust.

TABLE IX. EXPERIMENTAL AND ANN RESULTS
Blend | Load | C.R. | Noise at the exhaust | Noise byANN | Error | Error %
0 0 16 108.9 109.2 0.3 0.27%
0 4 17 109.25 109.1 -0.15 | -0.14%
15 7 18 110.45 110.45 0 0.00%
15 10 [175 110.95 110.95 0 0.00%
20 0 [175 110.45 110.45 0 0.00%
25 10 16 111.9 111.9 0 0.00%

After comparing the regression plots of experimental and
ANN results in Figures 3 and 5, we can see that there are very
few residual values, and all values obtained are almost along
the line indicating a normal probability distribution. The
regression’s R-square value was 86.48%. The similarity in
these plots validates the results.

Fig. 4. Comparison of experimental and ANN noise at exhaust.
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Fig. 5. Residual plot for noise at the exhaust by (a) Minitab, (b) ANN.

IV. CONCLUSION

This study examined the optimization of noise reduction at
the engine and its exhaust with biodiesel blend, load, and
compression ratio of the engine as input parameters. Analysis
was carried out utilizing the Taguchi method, and optimization
of the input parameters was performed by using SNR [10, 11].
The experimental results obtained by Minitab were validated
by an ANN. The main conclusions of this study are:

e Optimal input parameters were: a blend with 15% biodiesel,
applied load of 7kg, and compression ratio 18, resulting to
95dB noise at the engine and 110.45dB at its exhaust.

e R-square values obtained by regression analysis were
around 80% and more, indicating that the obtained model
fits to the actual data.

o There are small to tiny differences between the

experimental and the ANN’s noise values.

o All regression residuals of both Minitab and ANN were
very low and almost along the line in both methods. The
similarities in both plots validated the results.
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INTRODUCTION

Use of diesel fuels in many different areas and have importance for the wealth of the country, there should be an
alternative to diesel. An alternative to diesel fuel should be replicable, economical, as well as technically acceptable
[1]. Biodiesel is produced by the transesterification process from renewable oils obtained from vegetable and
animal fats using alcohol. Highly degradable, nontoxic, particulate matters, less carbon monoxide emission,
unburned hydrocarbons are some important properties of biodiesel. Because of these properties, biodiesel has
acquired international focus as a replacement for diesel [2]. Biodiesel may be used without modifications in existing

compression ignition engines.

Totally 16 numbers of experiments have done as per array prepared by Minitab software using different
inputs such as Biodiesel Blends, Load on Engine, and Compression Ratio. The output BTH of the engine with
Karanja oil biodiesel blends for different sets of experiments obtained have noted. For the optimization of input
parameters, the results have analyzed using the Taguchi method [3]. The main effective plot and interaction plots
have plotted. The input parameter optimal conditions based on SN ratio value have searched for the maximum BTH
of the engine [4, 5]. The regression residual plot obtained by Minitab is compared with the regression residual plot
by ANN [6]. The comparison of yield obtained by experimentation and ANN has also plotted together. There are

very small differences between these values.
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EXPERIMENTAL SETUP

In the experimental setup, Kirloskar makes TV1, Variable CR, and 3.5 HP @ 1500 RPM. The engine’ specifications are as
below. The computerized system testbed has equipped with all required measuring instruments such as thermocouples,

dynamometer, tachometer, flow meters, etc

Table 1: Engine Specifications

Make Kirloskar
No. of Cylinders 1
No. of Strokes 4
Type of Cooling Water Cooling system
Power Developing Capacity | 3.5 kW @ 1500 rpm.
Range of C. R. 12-18
Stroke length 110 mm
Bore dia. 87.5 mm
Cylinder Volume 661

In this work, four different fuels have tested such as BO (diesel 100%), B15 (85% diesel with15%biodiesel), B20
(80% diesel with 20% biodiesel), and B25 (75% diesel with 25% biodiesel)

OPERATING PARAMETRIC CONDITIONS

The effects of different parameters affecting the Transesterification Process have studied as follows.[6]
¢ Blends of Biodiesel
e Applied load on Engine
e  Compression Ratio of engine

The operating parameter values have given below:

Table 2: Optimizing Parameter Ranges

A: Blend | B: Load | C: Compression Ratio
Al=0 | B1=0 Cl=16
A2=15 | B2=4 C2=17
A3=20 | B3=7 C3=175
A4=25 | B4=10 C4=18

ANALYSIS OF BRAKE THERMAL EFFICIENCY BY TAGUCHI METHOD: [6]
Orthogonal Array

The parametric design giving the number of conditions for all individual experiments in the orthogonal array. This
orthogonal array selection has based on three parameters and four levels for the individual parameter as shown in above

table number one.
Orthogonal array obtained by Minitab using operating parameters:
Summaryof Taguchi Design
Taguchi Array L 16 (4"3)

No. of factors: 3

Impact Factor (JCC): 8.8746 SCOPUS Indexed Journal NAAS Rating: 3.11
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No. of runs: 16

Columns of L16 (45) array: 1 2 3

Table 3: Sample Readings as per Obtained Taguchi Array

Blend Load C.R. BTH SNR_BTH
0 0 16 17.49 24.8558
15 4 16 22.33 26.97777
15 7 18 22.52 27.05137
20 0 17.5 15.16 23.61398
25 4 17.5 18.34 25.26799

In the above table 3, the yellowish row gives the higher value of the SN ratio which has indicated optimal input

parameter values of engine for maximum BTH. For BTH the value of SN ratio, higher is better. The experimental

maximum output value of BTH of the engine with input parameters blends B15, applied load 7 kg, compression ratiol8

has 22.52 %.

TAGUCHI ANALYSIS: BTH VERSUS BLEND, LOAD, C.R.

Model Summary

S R-Square value | R-Square. (adjusted)
0.6207 91.39% 78.47%
Regression Equation
BTH = 23.1-0.0872Blend +0.210 Load - 0.216 CR................... (1)

Main Effective Plot for BTH

The Plots obtained by Minitab software have shown below

Mean of SN ratios

(o] 15

Main Effects Plot for SN ratios
Data Means

20

Signal-to-noise: Larger is better

Figure 1: Main Effect Plot for BTH.

25 (o]

Load

16.0

17.0 17.5

18.0

In the above main effect plots, S/N ratios vs blend, and S/N ratios vs load are comparatively steeper than CR plot.

So, blend and load have affected more on the values of BTH. Therefore the effect of remaining one i.e. CR has neglected

for further studies in the interaction plot.
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INTERACTION PLOT FOR BTH: (6)

Generally, the Taguchi method concrete on the main effects and that’s important to test the other interactions. The

variations of BTH of engine separately with the effect of blend and load simultaneously have shown in these interaction

plots. From this interaction plot, Blend 15 having a larger value of SN ratio at 7kg loads.
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Figure 2: Interaction Plot for BTH.
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VALIDATION OF EXPERIMENTAL RESULTS USING TAGUCHI FOR BTH OF ENGINE BY
ARTIFICIAL NEURAL NETWORK (ANN)

Here the experimental results of BTH of the engine have validated by ANN (Artificial Neural Network).

ANN Script for the Analysis Performed

Script has written for obtaining the output by putting the values of input parameters

Impact Factor (JCC): 8.8746

Table 3: ANN Script for the Analysis Performed

cle; cloze all; clear all;

x= xlsread(Tnputl”);

w= xlsread{'Cutput2";
net=newffimmmax(x),[20.1],{logsg’ purelin’, ‘tramlm’'});
net trainparam epochs=1000;

net trainparamgoal=1e-15;

net traimparamlr=10.01;

net=train{net, x, v);

v_net=net(x);

plot(v);hold on; plot(v_net, ™;

emror = (y - y_net);

SCOPUS Indexed Journal

NAAS Rating: 3.11
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Comparison of BTH of Engine Obtained by Experimentation and ANN

Experimental values of BTH of engine and values calculated by ANN, error between them, and % error are given in table
4,

Table 4: Sample Readings by Experiment and ANN

Blend | Load | C.R. | BTH by Exp. | BTH by ANN | Error | Error %
0 0 16 17.49 17.49 0.00 0.00%
15 4 16 22.33 22.33 0.00 0.00%
15 7 18 22.52 22.52 0.00 0.00%
20 10 17 15.15 15.15 0.00 0.00%
25 0 18 16.23 16.23 0.00 0.00%

wi

0 5 10 15 X

Figure 3: Comparison of BTH Obtained by Experimentation and ANN.

The comparative study of BTH of engine obtained by experimentation and ANN is as shown in Figure Fig. (3).
There is a zero error in between these two values of BTH of the engine. In the table (3) the all values of BTH of engine
obtained by experimentation and by ANN are given. There is no difference between these values and the % error is also

Z€10.
Regression Plots: (6)

The regression plots obtained by Minitab software and ANN have shown below. The comparison has made between these

plots.
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Figure 4: Comparison between Residual Plot for BTH by Minitaband by ANN.

There are very low residuals in the above both plots and all readings obtained are nearby or on the straight line.

The R-square value for this regression has 91.39%.
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CONCLUSIONS

This work has carried out for optimization of input parameters such as Biodiesel Blend, Load on Engine, and C R for

output of BTH of the engine. The Taguchi method analysis using SNR base has performed for the optimization of input

parameters. The results obtained by experimentation with Minitab are validated by ANN (Artificial Neural Network).The

conclusions are as follows;

The experimental output BTH of the engine has 22.52 % with optimal input parameters blend B15, applied load 7

kg, and compression ratiol8.

Interaction plots have shown the variation of BTH of the engine with the effect of blend and load simultaneously

and also BTH of the engine has maximum value for blend15 and load 7 kg.
The R square value obtained by analysis has 91.39%, shows generated model has fitted to actual given data.
There have no differences between values of BTH of engine obtained by experimentation and by ANN.

The regression residuals plot obtained by Minitab has similar to ANN regression plot. Hence results have

validated.
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Cardiovascular disease

The electrocardiogram (ECG) is a diagnostic device capable of monitoring normal or irregular heart function. The
entire ECG beat can be categorized into five different forms of beat arrhythmias (N, S, V, F, U). Quick and precise
diagnosis of forms of arrhythmia is critical for identifying the heart problem and provides the proper treatment to
the patient. In this paper, Discrete Wavelet Transform and Higher Order Statistics techniques has been used for
analyzing and determining the ECG signals and implement it on an IOT-based platform. This system is based on
three categories: The first approach involves inputting the ECG data; the second approach involves extracting the
ECG beats with their respective amplitude from the base line. Wavelet transform function, and higher order
statistics are used to eliminate noise and unwanted signal components and thus to extract ECG features. The third
approach is to classify the ECG beats based on the Incremental Support vector regression classifier. After clas-
sification ECG beat is transmitted to the controller section for signal processing are given to controller section
(Arduino Uno). The process can be implemented by employing the statistical feature for the feature extraction
from the ECG signal. Compared to other approaches, the method provided by Incremental Support vector
regression to identify the ECG beats and predict arrhythmia can provide successful detection of arrhythmias. The
basic concept of the proposed system is to provide patients with reliable health care by using cloud data
compliance to allow doctors to use this information and to provide a fast and feasible service. The findings show
that the proposed algorithm is successful in predicting cardiac arrhythmias, with a 98% that is higher than other
approaches.

1. Introduction that is caused by abnormal heart activity; electrocardiogram (ECG) is

used to detect heart defects. Feature Extraction, selection and classifi-

Recognition of the ECG signal is very crucial in understanding the
functioning of the heart as well as the diagnosis of heart disease under
different circumstances. The American Heart Association stated in 2006
that 70 million people around the world face the cardiovascular disease
problem. The basic reasons for Cardiovascular Disease (CVD) are hy-
pertension, lacking physical exercise, ineffectively adjusted eating
regimen, smoking and unusual glucose levels. Because of the existence
of noise and heartbeat abnormality, physicians face complications in the
Arrhythmias analysis [1,2]. In addition, visual inspection alone can
result in a misdiagnosis or irrelevant detection of arrhythmias. There-
fore, the computer aided analysis of ECG data supports physicians to
proficiently detect arrhythmia. Arrhythmia is a cardiovascular condition

* Corresponding author.
E-mail address: sanamdikar123@gmail.com (S.T. Sanamdikar).

https://doi.org/10.1016/j.bspc.2020.102324

cation Construction are the three main steps in the detection of ar-
rhythmias. The ECG beat classification [3] as per ANSI/AAMI
EC57:1998 standard database shown in Table 1. In Feature extraction
process the input data is transform into different of features for detecting
heart diseases. The Purpose of this study is to evaluate the ECG beats
classification performance with integrating two methods for feature
extraction and evaluation using wavelet transformation and higher
order statistics. The evaluation of ECG beats classification performance
can be improved by using the incremental support vector regression.
The numerous models of different kinds of feature extraction from
ECG signals were achieved in previous studies, and a classification
technique was proposed. Feature extraction may contain the non-linear,
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Table 1
MIT-BIH arrhythmia beats classification per ANSI/AAMI EC57:1998 standard
database [21-41].

AAMI classes MIT-BIH heartbeat classes

Non-Ectopic Beat (N) Normal Beat (N)

Left Bundle Branch Block (LBBB)
Right Bundle Branch Block (RBBB)
Nodal Escape (j)

Atrial Escape Beat (e)

Aberrated Atrial Premature Beat (A)
Atrial Premature (a)
Supraventricular premature (S)
Nodal premature (J)

Ventricular Escape (V)

Premature ventricular contraction (E)
Fusion of ventricular and normal (F)
Unclassifiable (U)

paced (p)

Fusion of paced and normal (f)

Supra-Ventricular ectopic Beat (S)

Ventricular ectopic Beat (V)

Fusion Beat (F)
Unknown Beat (U)

time, frequency domain and multi domain feature extraction [3,4]. For
the classification classical methods is used such as Artificial Network,
Support Vector Machine (SVM), Super vector regression (SVR) etc. The
ECG signal can be easily identified by the noise in the time domain and
has a low accuracy level [5,6]. Another approach for extracting the ECG
feature based on convolutional neural network model. The model has
two sections; the first part extract the feature from ECG signals and
second part perform the classification of feature based on the first sec-
tion. Feature extraction was discussed based on principle component
analysis to reduce the multidimensional data and input is processed by
three pooling layer approach [7]. These signals cannot be considered as
the accurate parameter of ECG signals for accomplishing high arrange-
ment correctness. There are various combinations of methods proposed
for classification of the ECG feature extraction. The genetic algorithm
and SVM-based classifier designated for the classification of ECG
waveforms [8-24] are used for the function optimization. The Extreme
learning machine algorithm calculates the minimum weight Single
Hidden Layer Feed Forward Neural Network for classification [9]. In the
recent study, echo state network was implemented based on the
morphology for classifying the normal and abnormal ECG signals of
heart. The classification is based on the two classes SVEB and VEB [10].
The extraction of features from non-linear method in the time and space
domain based on the T complexity is applied to the RR and 13 different
classes are used for classification [11,12].

Although the above mentioned techniques or methods of classifica-
tion have good results, they used a combined space, time, frequency,
linear and non-linear domain for beat classification of the ECG. This
research suggests an ECG waveform detection model that extracts multi-
domain features based on empirical mode of decomposition with linear
discriminatory analysis [13,14]. The combined approach of polyhedral
conic separation and k-means clustering was applied as classifier to
differentiate the ECG waveforms with 5 different classes such as N for
Normal, RBBB for Right Bundle Branch Block, LBBB for Left Bundle
Branch Block, APC for Atrial Premature Contraction and VPC for Ven-
tricular Premature Contraction [15-18]. Ref [19] proposed a new cloud
based model for automatic classification of ECG beats with minimum
processing of signals. HOS and DWT is used for classify the ECG beats
based on multivariate analysis [20-23]. The classification is performed
based on feed forward neural network machine learning technique and
particle swarm optimization [22] An effective method to classify the
ECG signal based on the support vector regression analysis on 400
samples of data set of various arrhythmias was proposed [24,25]. The
KPCA-SVR approach was used for detecting the cardiac arrhythmia [35].
The proposed model is evaluated and compared with the different
techniques of neural network classifiers, and found that it offers better
accuracy than the current method.
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Fig. 1. The three tier architecture for recognition and classification of ECG
signal for cardiac arrhythmia system.

2. Proposed methodology

Fig. 1 shows the three tier architecture of research work. The System
consists of three sections such as input ECG signal, feature extraction
and classification. The ECG beats are derived using the discrete wavelet
transform and higher order statistics. These non-linear techniques have
been used to extract the ECG beats better than others because of their
versatility. In the Discrete Wavelet Transform and higher order statistics,
the original ECG signal is decomposed in the time domain to remove the
low-frequency component to eliminate the baseline and eliminate the
high-frequency component to remove the noise and extract the function
in the ECG signals. Sample frequency of ECG signal is 360 Hz. In the final
step, classification is carried out on the extracted function of ECG beats
and decides normal and abnormal arrhythmia activities. After classifi-
cation of ECG beats sent to the IOT cloud. It is suitable for 24 x 7
monitoring of the patient. In almost all cases, the classification accuracy
achieved is above 98%. The key purpose of the new scheme is to provide
patients with safer and more effective services by creating a registry of
collective records so that practitioners and physicians can use this
database to provide evidence and an effective cure for arrhythmia. The
execution times we acquired from actualizing the application on the
ATMEGA328 P Microcontroller demonstrate that the ECG investigation
and characterization can be performed progressively. TCP/IP protocol is
used to transfer the data from controller section to remote hospital.
Basically two steps for designing a programming logic one for receiving
the signal and another is transmitting the signal using TCP/IP protocol.
Set an integer number to packet data; be certain that the information is
sent without misfortune of data. Heart beat is never transmitted to the
base station (Controller) when heart beat is normal. Where the irregular
condition is found. The transmitter is turned on and transmits data about
heart beat to remote hospital.



S.T. Sanamdikar et al.

Biomedical Signal Processing and Control 64 (2021) 102324

e FropmuimEig and Faatw e Eduazcon e llomuin
(g =
P
l 1 Caniioik | ey | HI “i
BT o Feiamci HIL arrrEnieeEal I'_F Saatimn ::1 P b L I.}‘,
i Ly = o
Near=ing =
Trasallare b Wlavtiss
Briss
Ormen ARpTadin
0 i |
l[ 1 [ .
- k
H EatrpeT 1%
TN n Trkias e
ki | 1 Hher vt T
s F=giurs

Fig. 2. Complete architecture of proposed model with IOT Platform.

2.1. Signal preprocessing

2.1.1. Removal of baseline noise

Baseline signal noise has an effect on normal ECG [2]. Noise fre-
quency from around 0.5 to 0.6 Hz. Used high pass filter with the cut-off
frequency 0.5 to 0.6 Hz [3,4] to eliminate such noise in signal. If the
physical activity of the patient’s body increases, then the frequency
parameter of the baseline [26-28] increases such that the baseline noise
signal is a low signal and a high pass filter with a cut-off frequency of 0.5
to 0.6 Hz is used to eliminate the baseline noise in the ECG signal.

2.1.2. Discrete wavelet transform function

In ECG signals consists of variety signals i.e. noise and it is required
to remove the undesirable signals and extract useful feature from ECG.
So many researchers have developed effective techniques for extracting
the important feature for EEG and ECG signals based on the wavelet
transform. In this section we will discuss the discrete wavelet transform
function in time domain feature with the respective signal shape.

For the feature extraction, we acquire the concept of Yakup Kutlu
and Damla Kuntalp [36] studied the wavelet and HOS techniques for
noise removal. They proposed the good techniques for noise removal
which gives the better result of noise removal as compare to others [27].

The signal is divided into the two parts High and Low frequencies.

The Low frequency again divided into two parts high and low fre-
quency. This process is continued until the signal has been entirely
decomposed.

©

Yhign [n] = Y x[kJh[2n+ 1 — K] )
k= —o0

Ywln) = D x[KJg[2n — K] 2
k= -

Where,

x[k] is input ECG signal

g[n] and hin] is Impulse response of high pass filter

There is n +1 possibility to encrypt ECG signal for the n level
decomposition. Noise is removed from ECG signal using low and high
pass filter. In wavelet transformation, approximate precise coefficient is
just like binary tree. Such decomposition is applied on low and high
frequencies. And again cerate next level of tree, make 22"~1 in various
way to encrypt the ECG signal. Each n level, there is 2"! nodes. The
wavelet decomposition can be obtained at fourth level that means data
in fourth level is used to extract the feature.

2.1.3. Higher order statistics

The higher order statistics (HOS) has importance in bio-medical
signal processing field but first and second order statistics are not suf-
ficient for all the representing it. So that we used third and fourth order
statistics for analysis.

2.1.4. Statistical features

For evaluating the feature decomposition of signal is an important
step in signal processing. In our proposed scheme we are evaluating
some statistical feature such as energy, mean, median, entropy, standard
deviation, skewness, kurtosis, covariance and to create feature set [29,
30]. The entire feature is evaluated in MATLAB software. Following are
the standard equations used for evaluating feature based on Cg, at 4th
level of decomposition

Following features are a set of statistical parameters to measure a
distribution,

Energy = Z c, 3
=

i

Standard Deviation

()]
Mean
1 N—1
M= & ZA,- (5)

2.1.4.1. Kurtosis. used to measure the data sharpness is peaked from
ECG signal. In data set A1, Az, A,

" (A — A)
KuR = 2= A) (N' ) /SD4 ©)
Where, A-mean, N-number of data points, SD-standard deviation
Skewness
3
sk = G — k) @
P

a

The coefficients C,, is the decomposition coefficient. Here i = 1, 2,
...,i1is the node number at 4th level of decomposition. N is the number of
coefficients at the coefficients C, is the decomposition coefficient. Here
i =1,2,...,]1 is the node number at 4th level of decomposition. N is the
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number of coefficients.

2.1.5. RR interval features

We have picked RR interim data as the main time space includes in
our investigation. Two RR interims are figured straightforwardly from
the R areas named as past RR and post RR interims. Past RR is charac-
terized as the time remove among present and past R area while post RR
is the time separate between current R area and the accompanying one
[311.

e Past RR, (RR;): The interval between ith R beat and past R beat.

e Post RR RRi;1): interval between ith R beat to next R beat.

e Average of RR interval in 1-min, (RR;): Averaged RR interval of 1-
min of ECG

e Average 20-min RR interval, (RRyg): average RR interval of 20-min
ECG

3. ECG beat classification model

This section describes the ISVR classifier used for the ECG beats
classification.

3.1. ISVR classifier

The Incremental Support Vector Regression (ISVR) utilizes indistin-
guishable working standards from the SVM for grouping, with just a
couple of minor contrasts. As a matter of first importance, since yield is a
genuine number it turns out to be extremely hard to anticipate the
current data, which has vast prospects. On account of relapse, an edge of
resistance (epsilon) is set in estimate to the SVM which would have just
mentioned from the issue. In any case, other than this reality, there is
additionally an increasingly confused explanation; the calculation is
progressively entangled subsequently to be taken in thought. In any
case, the primary thought is consistently the equivalent: to limit mistake,
individualizing the hyper plane which expands the edge, remembering
that piece of the blunder is endured [32]. In this research Incremental
SVR approach is used to develop the regression model. The training data
are delivered to adjust the proposed model parameters, at the same time
as the take a look at data are used to evaluating the prediction accuracy
of the proposed model.

The complete description of ISVR techniques are given below.

(1) Load the data set.

(2) Data set can be placed in multi-dimensional function space and
the data can be determined based on kernel function.

(3) To search the linear relationship of data in multi-dimensional
space to find another hyper-plan with large vector.

Primarily, ISVR select the hyper-plan with maximum vector value
between plan and both positive/negative points. Selection of Optimal
hyper-plan is based on distance between data points and hyper-plan is
maximum known as support vector.

Given training data set (a;, by), ...... (an, bn),pi € {—11} So we
required to learn optimal hyper-plan w.a+ y = 0, with max margin
equivalent to decision function f(x) = sign(w.a +y)

The objective function,

Max

B(w) = ! lwl> = min (€))

T2
ST constraint
pi (W .ay)>1,i=12,....N ()]

The above Eq. (10) can be change into optimization problem so that
can be solved by Lagrange multiplier technique.
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1 s N min max
Liw, y,a) = 5 wll" — > ilpi(wai+y) = 1)= (10)
i—1 w,y «

Apply partial derivatives with respect to w and y and we will get,

N
L(w,y, ) =0 2w = Z“h Pi, Gi

NG an
Liw,y,x) =0= Z“iapi

i=1

SRR

Adding Eq. (12) into Eq. (11) and removes the variables w and y and
we get dual optimization problem

N

Q(oc) = Zcxi -

i=1

N
XiXpipiaid oy
j—

o 12)
N
x;, >0Vi=1, ........ NandZoqp,-
=1

N —

i=1 j=1

If input data is not linearly distinguishable, to find min. value,

N

1 .
o(w) = 3 w'. w+CZ§,-—> Wm;nSE
=1 'Yy

13)
& is slack variable It can be used for classification error and also mini-
mized. C is user defined penalty variable. Final function is as follows;

k
w= Z Xpid; (14
i=1

It also written as,

N
flx) = sign(Zu,-p,(a‘.a,-) +y> (15)
i=0
The Eq. (16) shows the dot product two variables known as training
and testing data set. Presents the kernel function to integrate the sample
data with proposed mapping function [39]. Final function can be written
as,

f(x) = sign (Z xipid(a') . o(a;) +y>

N
= sign <Z x;y;F(da;) + b) (16)
i=0
The Eq. (17) shows the kernel function F(a‘a;). Our kernel function
for proposed ISVR technique is as follows;

F(da) = exp(—y [la = ai|") an

Above Eq. (17) will be used in proposed classification which has
better classification accuracy.

To determine the performance of proposed model of ISVR classifier
six parameters are used which is Sensitivity, Specificity, Accuracy, false
positive rate, false negative rate and precision. All the parameters are
calculated as follows.

T_P

Sensitivity = m

(18)



S.T. Sanamdikar et al.

Table 2
Classify the MIT/BIH arrhythmia dataset into training sets.
Beat Class Records Total
N N 100, 101, 103, 105 400
S SVP 109, 111, 207, 214 400
v PVC 118, 124, 212, 231 400
F VEN 106, 119, 200, 203 400
Q FPN 209, 222 200
Total 1800
T_N
Specificity = ——————— 19
pecificity = N F Py a9
Accuracy = (T_-P +T_N)/(T-P +F_.P +T_N +F_N) (20)
FAR = (F_P)/(F-P +T_N) 2D
FRR = (F_N)/(T-P +F_N) (22)
Precision = (T_P)/(T_-P +F_P) (23)

Where, T_P is for the True Positive, T_N is for True Negative, F_N is for
False Negative, F_P is for False positive, FAR is for false positive rate and
FRR is for false negative rate.

4. 10T platform

In Fig. 2, display the complete system architecture but in this section
it presents the functioning of IOT in the framework proposed.

4.1. Hardware used

4.1.1. Data acquisition

The ECG signal is integrated with the circuit and used to amplify and
filter ECG signal. CE 8232 is used for data acquisition connected to
Arduino of ADC pins with 2.0 V to 3.5 V operational voltage.

4.1.2. Raspberry pi
The small sized raspberry pi is used with high specification in our

8

W I i b
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proposed IOT based model. It has a core processor 32 bit 40 pin Quad
with speed of 900 MHz. It has 4 USB port, 1 GB of memory (RAM),
Ethernet port, and micro-SD port to store the OS and other files, and 5V,
2A to run low power consumption.

4.1.3. Arduino uno

microcontroller with 16 MHz clock frequency, 14 I/0 pins, USB Port,
and power supply. It has 10-bit ADC to digitize the ECG signals and
transfer to Raspberry pi with sample rate 860 sps (samples per second).
The Inter-Integrated Circuit (I2C) protocol is used for data transfer.

il

Fig. 4. Supra-ventricular premature ECG sample.

L]

Fig. 3. Normal ECG sample.
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|

[F

Fig. 5. Premature ventricular contraction ECG Sample.

| |
i g

Fig. 6. Fusion of ventricular and normal ECG sample.
4.2. Controller section

In this section, the signals coming from the signal processing section
are given to controller section (Arduino Uno). Arduino Uno has been
used for converting analog signal to digital signal [33,34]. The data is
coming from the sensor and sent to Raspberry from Arduino Uno. For the
internet connectivity, Wi-Fi Modem is connected to the Raspberry Pi and
data is stored to the cloud as the Raspberry Pi is registered to the cloud
[36-38].

4.3. 10T cloud

The ECG signals are the transition of Wi-Fi linked to the Raspberry Pi
from Raspberry Pi into the cloud. Data authorization, identity procedure
has been ensured in such a way that the most effective authorized
character would have access to the data of the person concerned [32].
ECG beats can be plotted for remote hospital doctor to view processing
section.
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Fig. 7. Fusion of paced and normal ECG sample.

5. Result analysis

The proposed method characterizes the five different classes

ECG beat annotations:

N - Normal

S - Supraventricular Ectopic Beats

V - Ventricular Ectopic beats

F - Fusion of ventricular and normal

Q - Fusion of Paced and Normal

In this Experimental analysis, the MIT/BIH arrhythmia dataset is
utilized for validate the proposed Method. The database contains
comment for both planning data and beat class data checked by free
specialists. This dataset to create a five different beats categories in
according to the Association for the advancement of Medical Instru-
mentation (AAMI) [21-41]. The Table 1 represents the summary of
mapping beat classification per ANSI/AAMI EC57:1998 standard data-
base. The Complete MIT-BIH arrhythmia dataset has been classified into
1800 samples of training sets as shown in Table 2.

Table 2 shows the record. Each record has unique number and this
number shows the specific set of characteristics of ECG [40]. N class for
400 samples is obtained from 100, 101, 103 and 105 records. For APC
class, 400 samples are obtained from 109, 111, 207 and 214 records. For
VEN class, 400 samples of are obtained from 118, 124, 212 and 231
records. For PVC class, 400 samples are obtained from 106, 119, 200 and
203 records. Finally, for FPN class 200 samples are obtained from 209
and 222 records.

Following the sampling and pre-processing of ECG signals a complete
of 1800 samples of ECG beats is needed. It is proposed that each ECG
beat be grouped into the five heartbeats accompanying it composes: N S,
V F, and Q beats.

5.1. N: normal

From Fig. 3, ECG signals we extract Time and Frequency based fea-
tures. Those features are classified using ISVR.

5.1.1. S-Beat

Supraventricular untimely beats speak to untimely actuation of the
atria from a site other than the sinus hub and can begin from the atria or
the atrio ventricular hub (called junctional untimely beats), however by
far most are atrial in cause.
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Table 3

Performance analysis of ECG beats.
Class Accuracy Sensitivity Specificity FAR FRR Precision
N-Normal 0.984000 0.92 0.988571 0.005747 0.148148 0.92
S-SVP 0.986667 0.88 0.994286 0.008547 0.083333 0.88
V-PVC 0.989333 0.88 0.997143 0.008523 0.043478 0.88
F-VEN 0.986667 0.88 0.994286 0.008547 0.083333 0.88
Q-FPN 0.986667 0.88 0.994286 0.008547 0.083333 0.88

Table 4

Time domain feature.
Class F1 F2 F3 F4 F5 F6 F7 F8 F9 F10

Mean Variance Std. deviation Skewness Kurtosis Inst amplitude Range Modulated amplitude Max freq RR interval

N-Normal 0.00070 1283.5 35.826 5.0614 33.494 0.0290 777.01 4.17e+08 1189.10 257.87
S-SVP 0.00153 4458.62 66.772 3.4610 18.043 0.0237 624.14 1.45E+09 7635.45 344.37
V-PVC 0.00037 1080.72 32.874 1.7510 10.391 0.0062 354.19 3.51E+08 4162.32 260.62
F-VEN 4.7E-05 4072.35 63.814 4.0384 24.124 0.0059 985.05 1.32E4+09 3688.40 270.00
Q-FPN 0.00120 10189.7 100.94 3.9727 22.174 0.2092 1333.90 3.31E+09 11400.3 259.62

Fig. 4 shows the Supra-Ventricular Premature signal to extract the
Time and frequency based feature and classify those feature using ISVR.

5.1.2. V-Beat

Premature ventricular complexes/contractions (PVCs; also referred
to a premature ventricular beats, premature ventricular depolarization,
or ventricular extra systoles) are triggered from the ventricular
myocardium in a variety of situations. PVCs are common and occur in a
broad spectrum of the population. Premature Ventricular Contraction
ECG sample from combined dataset is shown Fig. 5.

Fig. 5 shows the Premature ventricular contraction signal to extract
the Time and frequency based feature and classify those feature using
ISVR.

5.1.3. F: Fusion of ventricular and normal

A fusion beat occurs at the point when electrical driving forces from
various sources follow up on a similar area of the heart simultaneously.
In the event that it follows up on the ventricular chambers it is known as
a ventricular combination beat, while impacting flows in the atrial
chambers produce atrial combination beats.

Fig. 6 shows the Fusion of Ventricular and Normal signal to extract
the Time and frequency based feature and classify those feature using
ISVR.

5.1.4. Q: fusion of paced and normal

A pacemaker combination beat happens when the natural beat and
pacemaker improvement beat somewhat depolarize the ventricles a
hybrid QRS complex.

Fig. 7 shows the Fusion of Paced and Normal signal to extract the
Time and frequency based feature and classify those feature using ISVR.

5.2. Performance analysis classes

Table 3 shows the comparing performance of ECG beats based on
proposed ISVR method. The result shows that specificity, sensitivity,
positive prediction and false prediction rate of arrhythmia detection
obtained better results by the suggested method. While accuracy mea-
sures the overall system performance over the selected classes of beats,
the other metrics are specific to each class and they measure the ability
of the classification algorithm.

5.3. Time domain feature vector

Table 4 shows estimate the various feature of ECG beats in time
domain vector.

5.4. Frequency domain feature vector

Table 5 shows estimate the various feature of ECG beats in frequency
domain vector.

In this investigation observed in other useful fields i.e. Incremental
SVR based on the Wavelet transform and HOS as compared to various
classifiers that deal with feature space of large dimensionality. The
Table 6 shows the various classifier accuracies result with the proposed
ISVR classifier. The overall accuracies achieved with the proposed ISVR
classifier are equal to 98%. This result is better than those achieved by
the GSNN, KPCA-SVR and SVM. Comparison of the proposed systems
built in this research with similar systems work in literature is a tedious
task because each author used different methods of classification, types
of arrhythmia, classification of arrhythmia, types of dataset and system
performance. Fig. 8 demonstrates the comparative study of the method
proposed with other classifier techniques. All the techniques for the
classification were working well. The best performance of accuracy in
classification is calculated using an ISVR method [35,42].

6. Discussion

A few investigations have tended to this issue by presenting various
strategies. Berdakh Abibullaev et al. (2010) has recognized an approach
for detection and classification of cardiac arrhythmias based on SVM but
this research work has indicated less accuracy as compare to our pro-
posed scheme with regards to the classification of cardiovascular ar-
rhythmias except if they are constrained in light of the utilization of
SVM. Miquel Alfaras et al. (2019) propose a technique for fast ECG
arrhythmia classification based on machine learning from MIT-BIH
database used for classification but has not applicable to real-time
application. Yakup Kutlu et al. (2012) describes feature extraction
based on the HOS and wavelet transforms techniques. The performance
accuracy is measured based on the sensitivity, specificity and selectivity
of 90%, 92% and 98% respectively. But the outcomes show up extremely
constrained contrasted with the professional requirements for
arrhythmia recognition. This Stage our work doesn’t have impediments
in examined information presented a statistical features and the created
symptomatic methodology has a few favorable circumstances in contrast
with past works.

The feature extraction mechanism is proposed to extract the effective
features for ECG recognition and to implement for continuous patient
monitoring on the IOT-based platform. The ECG data is sampled from
the MIT-BIH arrhythmia dataset and the data is pre-processed with cut-
off frequency using high pass filter. The various features for classifying
ECG beats have been proposed in the literature. The classification
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Table 5

Frequency domain feature.

F20

F19

F18

F17

Fl16

F15

F14

F13

F12

F11

Class

Wavelet Energy

Wavelet Variance Std. deviation Wavelet Skew Wavelet Kurtosis Inst amplitude Wave Range Modulated amplitude Max freq

Wavelet Mean

3.7e+09
344.375

330.71

1.63e+08
1.45E+09
1.01E+08
2.34E+408
8.41E+08

1063.9
624.1

1.03e-06

15.320

0.9939
3.4610
0.2638
0.4824

89.020

7924.70
4458.62
5004.94

0.1800
0.0015
0.4413
0.2552
0.1998

N-Normal
S-SVP
V-PVC
F-VFN

Q-FPN

7635.45

0.02379

18.04385
12.098
17.456
16.141

66.77295
70.745
106.95

2.2E+09
5.5E+09
2.2E+10

329.30

781.6

2.18E-08
3.83E-07
5.42E-08

621.01

1404.4

11438.50

1860.10

2360.8

204.62 0.2503

41872.10
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Table 6

Accuracy of different classifier.
Class ISVR SVM GSNN KPCA-SVR
N-Normal 98.4000 95.4167 98.2200 97.4000
S-SVP 98.6667 94.1667 96.3300 96.1300
V-PVC 98.9333 94.5833 98.2100 97.9300
F-VFN 98.6667 94.5833 97.2400 97.9600
Q-FPN 98.6667 94.5833 98.2300 93.9300

Comparrtae Enelysn o Progsoocs with other Crmifer

|
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Fig. 8. Graphical representation of proposed ISVR classifier with
other classifier.
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performance of ECG beats depends on the extraction of features, the
reduction of features and the algorithm for classification. As the results
obtained clearly indicate, ECG beats classification technique based on
Incremental SVR feature extraction to improve accuracy, sensitivity,
specificity and precision. This improvement may be caused by good
Incremental SVR classifier performance.

7. Conclusion

In this paper the Incremental support vector regression based on
wavelet and HOS can be effectively applied and to achieve a reasonable
degree of accuracy for the detection of cardiac arrhythmia. An efficient
Incremental Support Vector Regression based ECG classification system
is proposed to carry out automatic ECG arrhythmia detection by classify
the patient’s ECG into corresponding five kinds of cardiac arrhythmia
condition such as Normal, Supraventricular Ectopic, Ventricular
Ectopic, Fusion of ventricular and normal and Fusion of Paced and
Normal beats and implement it on an IOT based embedded platform. For
pre-processing the ECG signal, the high pass filter with the cut-off fre-
quency 0.5 to 0.6 Hz is used and the noise interference is reduced. The
proposed model uses the cardiac arrhythmia dataset MIT-BIT for the
classification of the ECG signals. ISVR classifier efficiency is calculated
by their accuracy, sensitivity, specificity, False Positive Rate, False
Negative Rate and Precision. We also estimate some statistical feature in
time and frequency domain. The findings show that the proposed al-
gorithm is successful in predicting cardiac arrhythmias, with a 98% that
is higher than other approaches. The basic idea of the proposed frame-
work is to give patients better and better welfare administrations by
executing cloud system data with the goal that the specialists use this
information and provide a quick and productive solution.
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Abstract— Brain tumor has a low survival rate and also affect
a patient’s social life. Early detection and further treatment of
the abnormal growth of mass is a significant step during
treatment to restrict the progression. MR image screening by
the medical expert is a time-consuming and tedious task. This
paper presents the development of computer-aided tool to
detect brain tumor images. The proposed algorithm employs
monogenic wavelet phase-encoded features for tumor
detection. Phase component of the monogenic wavelet
efficiently extracts the structural information from the input
magnetic resonance images. The dimensionality of CLBP
textural descriptors extracted from the phase component is
further reduced using neighborhood component analysis
feature selection. Finally, the support vector machine classifies
the test magnetic resonance image as healthy or abnormal.
The proposed approach is evaluated using two popular MR
imaging databases and simulation results show enhanced
performance compared to other existing algorithms.
Keywords—— Brain tumor detection Monogenic wavelet phase
encoding Neighborhood component analysis, CLBP features.

I. INTRODUCTION

Different medical imaging plays a significant role to
detect and classify brain tumors. Magnetic resonance
imaging (MRI) is a popular choice by the medical
practitioners for identifying brain abnormalities. Although,
other types of modalities are also available and used for a
diagnosis like computer tomography (CT) and positron
emission tomography (PET) imaging. Brain diagnosis
problems are primarily addressed using the MR imaging
type. Recent studies are focused on application image
processing algorithms for automatic detection and
classification of brain tumors in different categories like
benign and malignant.

In India, 5 to 10 individuals out of 100,000 are
suffering from CNS brain tumors and about 40% caners
spread to the brain [1]. Brain tumor has a low survival rate
and affects seriously on patients social and professional life.
The Brain tumor is abnormal growth which creates a mass
in the brain portion. Early detection of abnormal growth of
a tissue mass is critical for the diagnosis and patient
treatment. Manual analysis of magnetic resonance images is
laborious and subjective. So, MR imaging-based computer
based automatic detection and classification algorithms for
tumor detection has been proposed [2].

In this paper, a monogenic wavelet phase-encoded
texture descriptor-based technique for brain tumor image
detection is proposed. The algorithm classifies an input
magnetic resonance image as normal or cancerous. In the
first step, the input MR image is pre-processed to remove
the noise and further enhanced by applying filtering
techniques before monogenic wavelet signal analysis.
During the second step, filtered and enhanced image is

XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE

Satish T Hamde
Department of Instrumentation
SGGS Institute of Engineering and
Technology
Nanded, Maharashtra, India
sthamde @sggs.ac.in

applied to monogenic wavelet signal analysis and phase
component is extracted. The third step involves the
extraction of Completed local binary pattern (CLBP) texture
descriptors from all the sub-bands of the monogenic wavelet
phase component.

In the fourth step, neighbourhood component analysis
(NCA) feature selection is employed to choose the most
relevant and to discard redundant features thereby reducing
the feature vector dimensionality. NCA is a filter technique
to select the most powerful features from a large pool of
input features. Finally, a healthy or abnormal MR image
decision is done using the support vector machine (SVM)
classifier. The algorithm is validated using two most widely
used and publicly available databases: (a) e-health
laboratory dataset and (b) Harvard medical laboratory
dataset. The proposed algorithm evaluation is presented in
terms of sensitivity, specificity, precision, accuracy, and F1-
score.

The paper is organized as follows. Recent brain tumor
detection in MR images techniques are briefed in section II.
The proposed brain tumor detection method using
monogenic wavelet phase encoding is presented in section
[I. Section IV explains monogenic wavelet analysis, CLBP
descriptor and NCA feature selection approach in brief.
Experimental results are presented in section V. Finally,
section VI concludes the article.

II. PRIOR WORK

A variety of approaches are developed for abnormal
brain tumor image detection by researchers in the last two
decades. Multiresolution analysis methods using discrete
wavelet transform (DWT), shearlet and curvelet transform
for capturing abnormal signatures from the MR images are
proposed in [3]. Particle swarm optimization (PSO) based
feature selection approach is employed and the optimal
feature set is classified by SVM classifier attaining 97.38%
classification rate. The input image is first filtered using
Weiner filter and local binary pattern (LBP), and Gabor
wavelet transform (GWT) features are extracted in [4].

A generative progressive growing GAN along with the
convolutional neural network (CNN) is combined for brain
tumor image detection in [5]. Enhanced performance is
obtained with data augmentation technique resulting in
91.08% detection accuracy using the deep learning
framework. Geometrical and shape features like local
ternary (LT) and quinary patterns (LQ) are extracted for
brain tumor detection in [6]. SVM and k-nearest neighbor
(KNN) classifiers achieved 97.5% detection accuracy using
parabola descriptors. Distinct regions are obtained from the
magnetic resonance images by utilizing k-means clustering
technique and textural features are extracted in [7]. Finally,
the artificial neural network (ANN) based classification



achieved 94.07% accuracy. Post-processing enhancement
strategy is employed in the work to enhance the accuracy
rate.

After segmenting the enhanced image by implementing
binomial mean and other statistical parameters, geometric
and textural descriptors are extracted from the input MR
images for tumor detection is developed in [8]. The Genetic
Algorithm (GA) based feature selection algorithm is used to
select the discriminating features and fed to SVM classifier
resulting in 90% classification rate. In [9], the input MR
image is first decomposed using DWT and only high-energy
sub-band is selected. High variance descriptors are then
extracted from this sub-band and fed to ANN for the
classification producing the detection rate of 99.7%.

Abnormal tissue detection and analysis algorithm using
partial  differential  diffusion-filter (PDDF) and a
combination of LBP and CLBP are illustrated in [10]. The
proposed algorithm distinguishes tumor and healthy MR
images with 96.6% accuracy. Input MR images are divided
into various slices first, then Adaptive Convex-Region
Contour (ACRC) algorithm and SVM classifier are
employed for normal or abnormal brain image in [11]. 2D
image slices are reconstructed into 3D form for better
visualization in the work. The difficulty of low detection
accuracy because of low contrast and non-illumination MR
images is addressed in [12]. In the proposed method, input
MR images are first enhanced and LBP features are
extracted and fed to the IDSS classifier. The algorithm also
compares different classifiers including k-NN, ANFIS,
SVM, and ANN.

To segment and detect brain tumors from magnetic
resonance images a deep learning algorithm is proposed in
[13]. The method first pre-processes input images and a
hybrid convolutional neural network (CNN) is employed.
The algorithm effectively detects test images as healthy or
containing tumor. GLCM and DWT features are extracted
from the input image and classification of the tumor is done
using CNN in [14]. A combination of the ANN and the c-
means clustering model is developed for brain tumor
detection [15]. GLRLM features are extracted after
clustering operation for the classification task.

III. PROPOSED APPROACH FOR BRAIN TUMOR DETECTION
USING MONOGENIC WA VELET PHASE-ENCODED FEATURES

Phase encoded discrimination details in the form of
textural features are extracted after monogenic wavelet
decomposition for the detection of tumor image. The
detailed architecture of the proposed approach is shown in
Fig. 1. Magnetic resonance images are first filtered to
remove the noise and further enhanced in the pre-processing
stage. Phase component of the enhanced MR image is
acquired after the monogenic wavelet decomposition. All
the phase components are employed for the feature
extraction process. CLBP is a popular texture descriptor
used in a variety of image processing applications. From
each of the phase sub-band, CLBP features are extracted
representing abnormalities and variations present in the
abnormal tumor image.

To reduce the feature vector dimensionality and to
choose the most relevant CLBP descriptors from a pool of
large feature set, neighborhood component analysis based
feature selection is employed in this work. The optimal

feature set generated by NCA is then fed to support vector
machine classifier. The SVM output is a binary decision
assigning the label to the test image as healthy or abnormal
containing the tumor. The proposed algorithm is validated
using two widely used MR image databases: e-health
laboratory and Harvard medical-laboratory.

MR Images

]

Pre-Processing

3

Feature extraction
Monogenic Wavelet

v

Feature selection

v
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Fig. . Monogenic wavelet phase-encoded features based brain tumor
image detection architecture.

IV. FEATURE EXTRACTION AND SELECTION

A. Pre-processing

MR imaging pre-processing is an influential task to
minimize image degradation and in turn to enhance the
classification accuracy. In this step, the input image is first
resized into 256 x 256 spatial resolution. Resized samples
are then converted into grayscale images before the feature
extraction process. To remove the noise present in the image,
the median filtering is applied. Finally, the filtered image
contrast is enhanced using Contrast limited adaptive-
histogram equalization (CLAHE).

B. Monogenic wavelet based phase encoding

Monogenic signal image analysis is based on the
analytic signal concept and it generates rotation-invariant
amplitude, phase, and orientation components [16]. A two-
dimensional image is convolved with a quadrature filter
creating the local phase, orientation, and energy components
[17]. 2-D Riesz transform is defined as,

: J'i—(i)} {h— *f(i)}
= - = n 1
A = {7 b=t 7 ™
Where f(i) is the input signal and i= (x,y), filter
responses in 2 dimensions are represented as k, and k.



Monogenic signal of an image f{i) is obtained from the
Riesz transform as,
fn () = £, (D). £, (D)
2

f(i) is the real component of the monogenic signal, and f,.(i)
and f, () are imagery parts. The input MR image can be
decomposed into three components: (1) local phase (2) local
amplitude and (3) local orientation, using these real and
imaginary parts of the monogenic signal. Various
monogenic components are computed as,

(1) Local amplitude 4; = [+ fZ + f

(2) Local phase @ = —sign(f,)atan2(,/fZ + fZ/f

(3) Local orientation & = atan [j—?—)

In the above equation, A4; represents the local energy
contents, @ shows structural details and geometric
information is contained in 4.

C. Completed LBP descriptors

In the next stage, CLBP textural features are extracted
from all the phase components of the monogenic signal.
CLBP is a powerful texture descriptor generated by
combining sign, magnitude, and average components locally
and used in a variety of image and signal processing
applications [18]-[19]. The computation of sign and
magnitude component contributes to additional local
textural information as compared to the original LBP. The
final coded CLBP histogram includes all three components.
A detailed description of CLBP computation is described in
[20].

D. Neighborhood component Analysis feature selection:

Feature selection is a principal step in machine
learning algorithms to choose relevant features and to
remove non-discriminating features. Feature selection
approaches are divided into three types: (a) filter methods
(b) wrapper methods and (c) hybrid methods [21]. The
neighborhood component analysis (NCA) algorithm belongs
to the filter method.

NCA is a feature weighting strategy for optimal
feature subset selection. It uses objective function
maximization criteria by evaluating overage classification
accuracy over the training samples. Nearest neighbor
classifier optimization generates the final weighting vector
from the training data. The final weighting vector
corresponding to the feature set is produced without any
parametric assumption of the data under consideration and
useful in multi-class problems. The objective function in
NCA is defined as [22],

F=3¥2.10; —J’Zlewjz

(©)

Where ¥ is the regularization parameter, O; is the
probability of correct classification of ith sample, w; is the
weight vector. As the NCA assigns weight to each of the
training samples, threshold T is set during the experiment to
select the most relevant features.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section presents the simulation results and
discussion. Experimental settings and dataset used are

described first and later classification results with and
without feature selection approach are presented. 50 healthy
and 64 images with tumors are selected from the e-Health
laboratory dataset [23] and Harvard medical laboratory [24].
Sample healthy and tumor images are shown in Fig. 2.

Fig. 2 Sample images from the database containing healthy and tumor
samples.

As discussed in section III, selected MR images are pre-
processed first. In the median filtering, neighborhood size is
set to 3 x 3. Clip limit is selected as 0.001 while
implementing the CLAHE algorithm. A lower clip limit is
desirable to achieve better enhancement. Monogenic
wavelets can be implemented using a variety of filters. In
this work, the log-Gabor filter type is employed with a 0.55
shape parameter. Fig. 3 depicts even and odd parts of the
frequency domain filters.

Fig. 3 Even and odd parts of the frequency domain filter.

The neighborhood component analysis approach is a
weighting algorithm that assigns weight to an individual
feature from the training data. Hence, a threshold-based
approach is essential to extract relevant features. In this
study, threshold T is selected experimentally. The support
vector machine classifier is implemented using the Lib-
SVM package [25]. Radial basis function (RBF) is used as a
kernel function in SVM. Best values of cost parameter (C)
and gamma ¥ are obtained using 5-fold cross-validation.

The first experiment involves individual phase-encoded
feature evaluation using different sub-bands. Table I shows



sensitivity, specificity, precision, Fl-score, and accuracy
obtained using SVM classifier with and without NCA
feature selection. RBF kernel function is used during SVM
implementation. The first and third phase-encoded
descriptors contribute higher as compared to the second
descriptor. It is important to note that, in the first and second
component the accuracy remained the same even after NCA
feature selection. However, in the first case the feature
vector dimension was reduced from 118 to 30 and in the
second case to 72. So, NCA is a powerful feature selection
algorithm that reduces the dimensionality of the feature set.

TABLE I
DIFFERENT PARAMETER EVALUATION USING INDIVIDUAL PHASE-ENCODED
COMPONENT WITH AND WITHOUT FEATURE SELECTION.

Features NCA | Sensiti | Spec | Prec | F1 Accurac

vity ificit | ision y

y

Monogenic | Yes 100 86.6 86.6 | 0.92 | 93.33
wavelet 7 7 67
phase
component | Ng 100 86.6 | 86.6 | 0.92 | 93.33
1 7 7 67
Monogenic | Yes 69.23 93.3 90 0.78 92.82
wavelet 3 26
phase No 69.23 93.3 90 0.78 92.82
component 3 26
2
Monogenic | Yes 92.31 93.3 92.3 0.92 92.82
wavelet 3 1 31
phase No 92.31 100 100 0.96 | 96.75
component
3

The second experiment involves the fusion of all the
three phase components and evaluation of the parameters.
Table II depicts various performance evaluation parameters
obtained using RBF-SVM with and without feature
selection technique. As it can be seen from table II that the
highest accuracy is attained by applying neighbourhood
component analysis feature selection. After NCA, the final
feature vector length recorded was 54. Hence, the phase
component of the monogenic wavelet efficiently extracts the
structural information from the input magnetic resonance
images useful for the classification task. It is interesting to
note here that, this experiment uses only monogenic phase-
encoded features without the inclusion of energy and
orientation components.

TABLE II
DIFFERENT PARAMETER EVALUATION USING THE FUSION OF PHASE-
ENCODED COMPONENTS WITH AND WITHOUT FEATURE SELECTION.

NCA | Sensitivit | Specifi | Precisi | F1 | Accur
y city on acy

Fusion Yes 100 100 100 1 100
of
monogen
1 No 92.86 100 100 0.9 | 96.43
wavelet 63
phase
compone
nt

As discussed in section IV, the
neighborhood component analysis approach is employed for
feature selection. NCA is a feature weighting technique that
assigns weight to an individual feature from the training
data. The weighted features are ranked according to the

individual weight in this study. Different threshold T is set
and the accuracy rate is computed. Figure 4 illustrates
different NCA thresholds T; T ...T; and its corresponding
classification accuracy. It is evident from figure 4 that the
classification rate is significantly enhanced after the
threshold value 75.

i =
1} i

D s Fireres

L EZITIFTFLOL

Fig. 4 Effect of feature selection using different threshold values on the
classification accuracy.

The proposed monogenic wavelet phase-encoded MR
brain tumor image detection algorithm is compared to other
existing algorithms. Table III shows the comparison of
various algorithms with the proposed monogenic wavelet
phased encoding approach. It is clear from table III that,
phase components accurately extracts abnormality details
from the input image useful for the classification task. It is
also interesting to note that transform domain feature
extraction techniques perform better as compared to spatial
domain features.

TABLE III
COMPARISON OF THE PROPOSED APPROACH WITH OTHER EXISTING
ALGORITHMS.
Method Features Classifier Accuracy
(%)

[3] Textural features from | PSO-SVM 97.38
wavelet, curvelet and shearlet
transform

[4] LBP and Gabor wavelet | KNN 98
function

[6] Local Ternary Pattern (LTPs) | SVM & | 97.5
and Local Quinary Patterns | KNN
(LQPs)

[7] k-means clustering ANN 94.07

[8] Geometric and four texture | SVM 99.99
features

[9] Energy and variance features | ANN 99.7
from DWT sub-bands

Proposed | Monogenic wavelet phased | SVM 100
encoded features

VI. CONCLUSION

The efficient extraction of structural information by the
monogenic wavelet phase components is presented for brain
tumor image detection. The proposed algorithm detects
input test MR image as healthy or containing tumor with
high accuracy evaluated using two popular magnetic
resonance imaging datasets. Additionally, neighborhood
component analysis reduces the feature vector




dimensionality with affecting the classification rate
considerably. The method performs better as compared to
other similar brain tumor detection algorithms. Future
analysis includes effect of the monogenic wavelet energy
and orientation components on the detection rate.
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Abstract:

The field of medical imaging advances so rapidly that all of those working in it, scientists,
engineers, physicians, educators and others, need to frequently update their knowledge in
order to stay abreast of developments. While computer engineering play a crucial role in this,
more extensive, integrative research of image processing that connect fundamental principles
and advances in algorithms and techniques to practical applications are essential. We focused
on development of new medical imaging techniques which can serve the medical society.

Treatment protocols for malignant tumors generally call for surgical removal followed
by tumor-bed irradiation. Irradiation ideally affects the tumor volume while limiting damage
to surrounding normal tissues, this required accurate determination of 3-D treatment volumes.

Accurate tumor segmentation provides doctors with a basis for surgical planning.
Moreover, brain tumor segmentation need to extract different tumor tissues from normal
tissues which is a big challenge because tumor structures vary considerably across patients in
terms of size, extension, and localization.

We need methodology to reconstruct image to refine boundary of objects present
image. Proposed methodology shows clearvisibility of tumor growth along with anti-aliasing
element which eliminates blood, plasma, fluid impurities and focuses over brain tumor
affected area and assists the surgeon during actual surgery.

1. Background:

We will consider a base as a super
sampling anti-aliasing (SSAA), also called
full-scene anti-aliasing (FSAA), is used to
avoid aliasing on full-screen images. Due
to its tremendous computational cost and
the advent of multi-sample anti-aliasing
(MSAA) support on GPUsg, it is no longer
widely used in real time applications.
MSAA provides somewhat lower graphic
quality, but also tremendous savings in
computational power.

The resulting image of SSAA may
seem softer, and should also appear more
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realistic. However, while useful for photo-
like 1images, a simple anti-aliasing
approach may actually worsen the
appearance of some types of line art or
diagrams, especially where most lines are
horizontal or vertical. In these cases, a
prior grid-fitting step may be useful.

In general, super-sampling is a
technique of collecting data points at a
greater resolution (usually by a power of
two) than the final data resolution. These
data points are then combined (down-
sampled) to the desired resolution, often
just by a simple average. The combined
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data points have less visible aliasing
artefacts.

Automated classification is
encouraged by the need for high accuracy
in dealing with a human life. Detection of
brain tumor is a challenging problem due
to the high diversity in tumor appearance
and ambiguous tumor boundaries. MRI
images are chosen for the detection of
brain tumors as they are used in the
determination of soft tissues.

The most precious field in digital
image processing is diagnosing the internal
activities of human body. Brain is one of
the critical part in human body. In the
current era cancer is a challenging in
medical field. Identification of tumor in
brain is very difficult. Segmentation is a
kind of method in digital image processing
used to divide the image into number of
parts with specific regions.

Researches on classification for
brain tumor from MRI image had been
done extensively, yet there is still room for
improvement.  Anti-aliasing  methods
mentioned above will not work for medical
imaging used for surgery. At first need to
select features for pixel sampling. Many
approaches had been focused on image
segmentation and classification algorithm,
yet little number of researches done on
feature selection. Domain knowledge of
medical science can be gained from
medical practitioners to define
characteristics of tissue of tumor and
normal tissues. Images can be taken which
don’t have copyright.

In medical field, image fusion is a
significant role analyzed the brain tumor
which can able to get exact location and
boundary of cancerous or noncancerous
region. It is the method in which many
images are integrated to a similar view into
single fused image. This image is to
decrease the uncertain and minimize the
redundancy while extracting all the useful
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information through the input source
images. The image fusion system is the
combination of multi-images with relative
data into single image. This method can be
used to notice the brain tumor by
combining T1 and T2 MRI slice images.
Tumor segmentation is done using the
level set segmentation method. Then the
feature extraction is done with the
complete local binary pattern approach and
pyramid HOG approach. ART classifier
can also used to classify the brain tumor to
malignant or benign. Accurate and reliable
brain tumor segmentation is a critical
component in cancer diagnosis, treatment
planning, and  treatment  outcome
evaluation.

A variety of approaches exist for
brain extraction from 3D medical images,
but they are frequently only designed to
perform brain extraction from images
without strong pathologies. Extracting the
brain from images exhibiting strong
pathologies, for example, the presence of a
brain tumor or of a traumatic brain injury
(TBI) is challenging. In such cases, tissue
appearance may substantially deviate from
normal tissue appearance and hence
violates algorithmic assumptions for
standard approaches to brain extraction
consequently

2. Motivation:

Computer processing and analysis
of medical images covers a broad number
of potential topic areas, including image
acquisition,image
formation/reconstruction, image
enhancement, image compression and
storage, image analysis, and image-based
visualization. Furthermore, we need the
research  efforts related to  these
methodologies are the key elements of
solutions to more systems-oriented
problems. Such problems include image-
guided surgery/intervention, atlas-based
description of entire anatomical regions,
deformation analysis based on
biomechanical and other models, and
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visualization of anatomical and

physiological processes.

Objectives of this research work
are to 1image enhancement and
segmentation for cancerous and normal
medical image  data, anti-aliasing
framework  will be designed and
implemented.

3.Methodology:

Segmentation task is different from
classification task because it requires
predicting a class for each pixel of the
input image, instead of only one class for
the whole input. Fully Convolutional
Networks (FCNs) owe their name to their
architecture, which is built only from
locally connected layers, such as
convolution, pooling and up sampling.
Note that no dense layer is used in this
kind of architecture. This reduces the
number of parameters and computation
time.

The size of the images varies. We
use data augmentation for training, as
specified in the default arguments in the
code given below. The data augmentation
is necessary for training with batch size
greater in order to have same image size
with a random cropping. For validation
and test sets with exact results, full dataset
training is required for performance
evaluation which takes many days to run
and overshoots memory problems.

The proposed research intended for
classification of different levels of tumor
as T1, T2, Tlce and Fluid Attenuated
Inversion Recovery (FLAIR). At the time
of MRI accumulation, even though may
differ by system to system, about 150
slices of 2D images are actually generated
to symbolize the 3D brain volume level.
The moment when the slices of the needed
typical techniques are put together for
analysis of the data becomes somewhat
complex. T1 images are actually utilized
for differentiating healthier cells, while T2
images are actually utilized to represent
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the edema area which in turn generates
idealistic indication around the image. In
Tlce graphics, the tumor boundary can
simply be recognized through white-colour
signal from the accrued distinction element
inside the effective cell area of the tumor
cells. As necrotic microscopic cells usually
do not have interaction with the entire
comparison agent, these may be noticed by
extreme component of the tumor foremost
developing it feasible to conveniently
segment all of them by the productive cell
areas within the comparable pattern. In
FLAIR images, indication of water
compounds are covered up which usually
assists in differentiating edema area
through the Cerebrospinal Fluid (CSF).

The proposed research
methodology is a simulation development.
Convolution Neural Networks (CNN) is
amongst the alternatives of neural systems
utilized intensely in the discipline of
Computer system Vision. It was
introduced their identity by the variation of
obscured layers that is composed of the
obscured layers of the CNN ordinarily
comprise of convolution and pooling
layers. Right here it basically suggests that
rather of applying the typical initialization
features described earlier, convolution and
as well, pooling features are actually
employed as acceleration operates.

Convolution works upon pair of
images in case of 2D image where 1
considered as the “input” graphic and so
the rest as a “filters” for the input image,
generating a result graphic so convolution
requires pair of images as input and so
delivers a final as end result. Pooling is
usually a group centred discretization
procedure. The goal is always to reducing-
group an input manifestation minimizing
its  proportions and enabling for
presumptions to become relating to
features comprised within the sub-areas.
Therefore since one can easily observe
Convolution Neural Networking i1.e. CNN
is fundamentally a deep neural networking
which generally is composed of covered
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layers keeping convolution and so pooling
capabilities in companion to theinitial
function for producing nonlinear output.

'5:":"""‘:‘"'.' i s W O i

Figure 1-Block diagram of deep learning
layers

4 Proposed Methodology

We shared our experimental results
with team of ten medical professionals to
validate present research, two radiologists,
five surgeons and three anaesthetists
studied and validated the usability of
present research. Most of these team
members have been in specialty practice
and carried out processes at the hospital in
Maharashtra State region in India.

Original Image Output Image

(Source: Nature
Medicine,2012)
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(Source:
www.article.wn.co

m,2016)

Figure -2: Brain tumor surgical Image
testing with DTR Adapter Module

The team tested real-time images
and processed it with DTR with our
assistance. The results are positive and can
be recommended for medical imaging
during surgical image captures. As of now,
the output shows clear visibility of tumor
growth, and surgeons can remove the
tumor but, it is important to make sure that
tumor is removed perfectly.

Considering that the studies are
produced in a very organized structure, we
used images captured during
neuroendoscopy. The anti-aliasing element
eliminates blood, plasma, fluid impurities
and focuses over brain tumor affected area
and assists the surgeon during actual
surgery. Further, this defogged image
output can be treated with “tumor routing”
algorithm. We also analyzed offline
method; the benefit of using defogged MR
image instead of original MR image is that
defogged image gives accurate positioning
of tumor dimensions as shown using
graphs in figure above.

Copyright © 2020Author



Studies in Indian Place Names
(UGC Care Journal)

The graphical representation shows
the vertical and horizontal position of the
tumor. With knowledge of graphical
representation, the surgeon can able to
visualize live image during surgery. Also
in the case of MRI, if further image
streaming is developed, the surgeon may
check how much tumor is removed, and by
using graph location he/she can identify
which part of the tumor needs to remove.
When both points on each graph overlaps
it means tumor removal is successful by
tumor routing i.e. the process of step by
step tumor removal.

Algorithm 1: Anti-Aliasing

1. Input MRI image which was captured
before or after surgery to know the vertical
state of tumor growth. We can use MRI
image too, but the aim of the present
module is to show the overall volume of
the skeleton to identify the volumetric
impact of the tumor.

2. Compute main pixel window (horizontal
plane) for MRI image

3. Compute main pixel window (vertical
plane) for MRI image.

4. Store horizontal and vertical window
boundary pixels location in array-1 and
array-2

5. Calculate high-intensity pixel for
vertical count

6. Route through vertical pixels and Join
high-intensity points

7. Stores it as a vertical shift tumor
boundary location

8. Analyze 3D view for vertical shifting
points and mark it.

9. If there are zero vertical shifts for low-
intensity pixels, then consider end point of
vertical shift.
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10.1dentify and compare highest intensity
pixels in each tumor slice and connect
initial pixel and final pixel.

This algorithm is intended for visual
analysis for surgeons and can be used for
pre and post surgical activities. The Tumor
Removal Analyzer algorithm provides a
3D view which provides more clear
visibility for tumor shift. Following figure-
5 provides step by step analysis for brain
tumor.

5. Results:

The proposed work considered an applied
mathematics research. Proposed
application oriented mathematical
modelling flow is shown in figure below.
Mathematical model is used to interact
with each image pixel using set rules
which can be used for the identification of
tumor images pixels. The set rule will
work on gray pixels and white pixels.

Fimyiivan Pl
ST ETEA T

Braridfary Flrmmlisig

Figure 3- Flow Diagram for game theoretic
image segmentation (Source: Online)

We developed modified Finite
Impulse Response Linear filters for brain
tumorgrey  pixel identification. We
considered FIR mathematical model as a
reference  model and this 1is further
developed for MRI image pixel filtering.
The game theory model will be applied for
strategic pixel count calculation. We
considered region growing problem for
evaluation of proposed brain tumor image
processing application as shown in figure
below.
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Figure 4- Region of Interest Pixel
Clustering

The Modified Finite Impulse Response
Linear filter (MFIR) further segregates the
tumor tissue pixels and normal brain tissue
pixels. In reference model only border of
tumor is identified whereas in proposed
mathematical model we can separately
calculate the healthy tissues and tumor
tissues accurately. Thus for MRI brain
tumor image input proposed model gives
more accuracy than existing model. We
used images upload to Hadoop Server
which is used as a medical image storage
cluster.The = mathematical —model is
converted to python for testing purpose.
The following figure 3 shows the
successful porting of mathematical model
which further converted to algorithm by
software professional for testing.
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Table-1: Proposed Mathematical Model
Performance Analysis

Model | Pixel Feature | Applicati
Accura | Extracti | on level
cy on usability

MFIR 97% Normal | Yes

(Propos brain

ed tissues,

Model) Tumor

tissue

FIR 94% Tumor Yes

tissue

Figure 5 —Hadoop image storage cluster

The proposed game theory strategy for
MFIR proved the better in terms of
accuracy and feature extractions. For
proposed model testing we used BRATS
2018 dataset images for 81 patients.
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Thus the MFRI and FRI outputs for same
image are shown in figure 4.5 below:

o~y
.

(a)MFRI (b)FIR

The MFRI shoes the middle healthy tissues
whereas FRI shows the middle bunch of
pixels as a whole tumor. So, during
surgery, whole part will be considered as a
removal area in case of FRI but with
MEFRI, many tissues can be saved due to
clear visibility of infected/tumor tissues.

Conclusion

Machine Learning (ML) and Artificial
Intelligence (Al) have progressed rapidly
in recent years. Techniques of ML and Al
have played important role in medical
field like medical image processing,
computer-aided diagnosis, image
interpretation, 1image fusion, image
registration, image segmentation, ~ image-
guided therapy, image retrieval and
analysis Techniques of ML extract
information from the images and
represents information effectively and
efficiently. The ML and Al facilitate and
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assist doctors that they can diagnose and
predict accurate and faster the risk of
diseases and prevent them in time. These
techniques enhance the abilities of
doctors and researchers to understand that
how to analyse the generic variations
which will lead to disease.
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The stereolithography (SL) process is one of the rapid prototyping technics and it is also
known as additive layered manufacturing method. It is a chipless manufacturing method

and the object is built layer by layer. A low cost stereolithography apparatus (SLA) is
developed to produce highly precise, three-dimensional (3D) structures from broad
selection of functional materials, especially photopolymer resin. The present SL systems
available in the market are very expensive. The developed low cost SLA will be affordable
to medium scale industries as well as customers. The developed SLA utilizes focused light
beam of wavelength range of 300 nm — 700 nm from the DLP projector and passes through
the objective lens over the surface of a photo-curable resin, which undergoes photo-
polymerization and forms solid structures. The photopolymer used in this experimentation
is polyethylene glycol di-acrylate and photo-initiator is Irgacure 784. The experiments are
performed on objects with hexagonal cross-section and pyramid geometries and 0.1 mm
curing depth along Z — axis. The trials are performed with different exposure and settling
period. The 3D objects are successfully fabricated with high build speed and low cost. The
pyramid object with maximum 120 numbers of layers with 12 mm dimension along Z-axis
is built in 11.0 minutes. It is found that the optimum exposure time to cure a layer is two
seconds. The maximum exposure area obtained in X-Y plane is 55 mm x 45 mm. The
percentage dimensional error of the build objects is decreased as the curing time is reduced
and the error is minimum for the two seconds curing period per layer. The obtained
resolution of the build objects in X-Y plane is 23 microns and Z-stage resolution is 0.1

Keywords:
photo-polymer,  stereolithography,
prototyping, ultra-violet light

rapid

mm.

1. INTRODUCTION

There are a number of processes that can realize three-
dimensional (3D) shapes such as those stored in the memory
of a computer. An example is the use of holographic
techniques [1], but these require many complex calculations to
obtain the hologram and there is insufficient accuracy and
clarity. A manual or a conventional mechanical process can
also make a physical model, but such models require long
fabricating times, high cost and excessive labour. To solve
these kinds of problems, a new group of techniques called
additive manufacturing (AM) technologies have been
developed by a number of researchers group [2-5]. AM is a
collection of processes in which physical objects are quickly
created directly from computer generated models. The basic
concept of rapid prototyping is where 3D structures are formed
by laminating thin layers according to two-dimensional (2D)
slice data, obtained from a 3D model created on a CAD/CAM
system [2-5]. Stereolithography (SL) is one of the most
popular AM process. It usually involves the curing or
solidification of a liquid photosensitive polymer by focusing a
light beam or laser beam of specific wavelength on the surface
with liquid photopolymeric resin. The focused light beam
supplies energy that induces a chemical reaction, bonding
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large number of small molecules and forming a highly cross-
linked polymer [6]. Now a day, rapid prototypes of the
different objects are required before their actual manufacturing
because one can improve the design at the early stage of
product development. The rapid prototyping or 3D printing
field is very fast developing and this technology can applicable
to all the fields i.e. engineering as well as non-engineering.
The objective of this research work is to develop a low cost
stereolithography apparatus (SLA) to produce highly precise,
three-dimensional (3D) structures from broad selection of
functional materials, especially photopolymer resin. The
present SL systems available in the market are very expensive.
The overall cost of the newly developed SLA is very low as
compared to cost of SLA available in the market. The cost of
photo-curable resin used is also low as compared to other
available resins. Therefore, the developed low cost SLA will
be affordable to medium scale industries and customers as the
overall build cost of the objects is minimum.

A large number of researcher’s groups have developed the
SL systems out of which some of them are briefed in the
following literature review.

Fujimasa [7] has been described the concepts of
microplanes, microrobots, microcars and microsubmarines
and MEMS which are systems that combine computers with
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tiny mechanical devices such as sensors, valves, gears, mirrors,
and actuators embedded in semiconductor chips. Ventura et al.
[8] developed a direct photo shaping process for the
fabrication of functional ceramic components layer by layer
and each layer is photo image or a digital light processing
(DLP) projection system. Bertsch et al. [9] developed a micro
stereolithography apparatus employing a pattern generator in
which a UV laser and dynamic LCD pattern generator were
used to generate the cross section of a 3D structure. While the
substrate did not move in the x—y direction in the liquid
photopolymer, an LCD pattern generation system was
necessary and the resulting diffraction had to be considered.
Maruo et al. [10] developed two-photon polymerization (TPP)
which utilizes focused lasers to precisely polymerize small
volumes resin and the volume is only polymerized if it is
excited by two different photons within a very short time
period. TPP is much slower than SL, but has successfully
created components with 100 nm features. TPP is limited to
polymers because it requires a clear resin to function;
suspended particles would scatter the laser beams. Young et al.
[11] have described a novel device for producing 3D objects
that has been developed using an LCD as a programmable,
dynamic mask and visible light to initiate photopolymerization.
Ikuta et al. [12] introduced micro stereolithography
technology and proposed a means of applying micro
stereolithography in mass-production using an optical fiber
array so that multiple microstructures could be fabricated in a
single process. Monneret et al. [13] presented a new process
of microstereolithography to manufacture freeform solid 3D
micro-components with outer dimensions in the millimeter
size range. Sun et al. [14] performed Monte Carlo simulations
and experimental studies to understand the detailed microscale
optical scattering, chemical reaction (polymerization), and
their influence on critical fabrication parameters. It was found
that due to the scattering, the fabricated line is wider in width
and smaller in depth compared with polymeric fabrication at
the same condition. The doping technique substantially
reduced the light scattering, which in turn enhanced the
fabrication precision and control. The experimental values of
curing depth and radius agreed reasonably well with the
theoretical modeling. Bertsch et al. [15] described new
polymer/composite photosensitive resins that can be used in
the microstereolithography process for manufacturing
complex 3D components. Huang et al. [16] analyzed the
shrinkage deformation of the mask type stereolithography
process. Lee et al. [17] developed a micro stereolithography
apparatus using a UV laser and a complex optical system.
Jiang et al. [18] developed a Masked Photopolymerization
Rapid Prototyping (MPRP) system using LCD panel as
dynamic mask with an upper exposure skill. Dongkeon et al.
[19] developed a liquid crystal display (LCD) based micro
stereolithography process in order to fabricate microparts with
superior mechanical properties (for e.g., micro gears) and
investigates the fabrication process of micro bevel gears using
photosensitive resins reinforced with ceramic nanoparticles.
Deshmukh et al. [20] proposes and develops an offaxis lens
scanning technique for MSL and carries out optical analysis to
compare its performance with the existing techniques
mentioned above. The comparison clearly demonstrates
improved performance with the proposed offaxis lens
scanning technique. Limaye [21] presented a more
sophisticated process planning method to build a part with
constraints on dimensions, surface finish and build time and
formulated an adaptive slicing algorithm that slices a CAD
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model so as to obtain the required trade-off between build time
and surface finish of up facing surfaces of the part.
Hadipoespito et al. [22] developed DMD based UV micro —
stereolithography system for fabricating 2D and 3D micro —
parts. With the help of characterization experiments it was
observed that the developed the DMD based imaging system
irradiates an entire photopolymer layer at once, providing
reasonable curing speed and good resolution at a low cost.
Micro parts were also fabricated in nanocomposites, which
were obtained by ultrasonic mixing of the transparent
photopolymer and nano-sized ceramic particles. The micro
models fabricated by this process could be used for micro scale
investment casting, tooling, devices, and medical applications.
In this method process optimization is needed to improve the
quality of fabricated micro — parts. Singhal et al. [23] has
presented a statistical surface roughness model for SLS
prototypes as a key to slice the tessellated CAD model
adaptively. The adaptive slicing system is implemented as
Graphic User Interface in MATLAB-7.

Choi et al. [24] developed a more economical and simpler
micro-stereolithography technology using a UV lamp as a
light source and optical fiber as the light delivery system and
photopolymer solidification experiments were conducted to
examine the characteristics of the developed micro-
stereolithography apparatus. Zhao et al. [25] developed a thick
film mask projection stereolithography to fabricate films on
fixed flat substrate and develop a column cure model in which
a CAD model of part is discretized into vertical columns
instead of being sliced into horizontal layers, and all columns
get cured simultaneously till the desired heights. Vatani et al.
[26] optimized the exiting slicing algorithms for reducing the
size of the files and memory usage of computers to process
them. In spite of type and extent of the errors in STL files, the
tail-to-head searching method and analysis of the nearest
distance between tails and heads techniques were used. As a
result STL models sliced rapidly, and fully closed contours
produced effectively and errorless. Deshmukh et al. [27]
carried out analysis and experimental verification of
optomechanical scanning systems for microstereolithography.
Choi et al. [28] developed MSL system for tissue engineering
using a Digital Micromirror Device (DMD) for dynamic
pattern generation and an ultraviolet (UV) lamp filtered at 365
nm for crosslinking the photoreactive polymer solution.
Gandbhi et al. [29] proposes and analyses a 2D optomechanical-
focused laser spot scanning system for microstereolithography
which allows uniform intensity focused spot scanning with
high speed and high resolution over a large range of scan.
Higher speed and high resolution at the same time are achieved
by use of two serial double parallelogram flexural mechanisms
with mechatronics developed around them. Itoga et al. [30]
developed maskless photolithography device by modifying
Liquid Crystal Display (LCD) projector optics from magnified
to reduced projection. The developed device produces a
practical centimeter scale micro-pattern by dividing a large
mask pattern and divisionally exposing it synchronized with
an auto — XY stage, applying it to cell micro-pattern and
microfluidic device production. But they arise problems in
jagged pattern boundaries due to the liquid crystal panel
structure and collapse pattern of the boundary divided on
divisional exposure using the auto — XY stage. Zhou et al. [31]
presented a novel AM process based on the mask video
projection. For each layer, a set of mask images instead of a
single image are planned based on the principle of optimized
pixel blending. Experimental results show that the mask video



projection process can significantly improve the accuracy and
resolution of built components. The disadvantage of this
method is that it will require an additional linear stage with
good accuracy and moving speed. In addition, the platform
movement during the building process requires the designed
hardware to ensure the repeatability between different layers
which increases the overall cost of the system. Zabti [32]
carried out Pareto based Multi-objective function based
optimization of STL process which has three objective
functions. The goal is to find the optimum exposure time value
by minimizing the cure depth, surface roughness and
maximizing the mechanical strength. Lehtinen [33] developed
a DMD based projection stereolithography and a computer
code is written to control the entire manufacturing process.
Gandhi et al. [34] analyze various optical scanning schemes
used for MSL systems along with the proposed scheme via
optical simulations and experiments. The mechanical design
of the scanning mechanism is carried out to meet requirements
of high speed and resolution. The system integration and
investigation in process parameters is carried out and
fabrication of large micro-component with high resolution is
demonstrated. Campaigne III [35] developed projection
stereolithography and  material  characterization  of
nanocomposites photopolymers was carried out. Valentincic
et al. [36] conclude that DLP based stereolithography is used
to reduce the build time and to increase the manufacturing
accuracy. Compared to fused deposition modeling (FDM)
machines, machines for DLP stereolithography are expensive
and thus not available to a broad range of users as it is the case
with FDM 3D printers. Luo et al. [37] developed desktop
manufacturing system which can produce RP parts with good
machining efficiency, but the surface roughness should be
further improved. Ibrahim et al. [38] investigate the influence
of process parameters which are layer thickness and exposure
time on physical and mechanical properties of DLP structure.

Thus, by going through the aforementioned literature on SL
systems, it is observed that most of researchers develop
microstereolithography systems. The developed SL systems
are either LCD based or DMD based. The disadvantages of
LCD based SL systems are low pixel filling ratio, print —
through errors occurs due to light that penetrates into already
cured layers, unnecessary wavelengths cause inaccurate
dimensions in the cured part. The advantages of DMD based
SL systems are availability of UV compatibility, high
modulation efficiency, high light transmission, high optical fill
factor, low pitch size and pixel size. Both the developed SL
systems i.e. LCD as well as DMD based mentioned in above

literature survey are very expensive, which are not affordable
to common or medium sized industries or vendors who can
build their prototypes with a cheaper cost. Therefore,
development of a low cost SLA with better build speed is a
goal of this research work.

The sub-section 2.1 of section 2 describes the developed
low cost SLA in detail with specifications of the sub-systems,
different softwares, photo-polymer and photo-initiator used in
the apparatus. In sub-section 2.2 the absorbance spectrum of
photo-curable resin and light beam spectrum of DLP projector
are plotted. In sub-section 2.3 the slicing procedure of 3D
CAD model into 2D slices is explained with the help of
developed MATLAB code. The experimental results and
discussions are given in section 3. Finally, the conclusions are
drawn from experimental work in section 4.

2. EXPERIMENTAL SET UP
2.1 Stereolithography apparatus (SLA)

The stereolithography apparatus (SLA) is developed to
produce highly precise, three-dimensional (3D) structures
from broad selection of functional materials, especially
photopolymer resin. The lay-out of the experimental set-up is
shown in Figure 1 and the CAD model is shown in Figure 2.
The developed stereolithography apparatus (SLA) utilizes
focused light beam from DLP projector and then through the
objective lens over the surface of a photo-curable resin, which
undergoes photo-polymerization and forms solid structures.
The lamp of the modified DLP projector works as light source
and DMD chip in the DLP projector works as a dynamic
pattern generator for this SLA. The colour wheel of the DLP
projector is filtering most of the UV light out. But UV light is
required for solidification of the photopolymer. Therefore, we
had done changes in the colour wheel. The color wheel is a
glass disc with several colored segments that spins while the
projector is running to colorize the image. The projector
actually requires it to run; when the color wheel is simply
removed, the projector would not turn on the lamp. Therefore,
only glass portion of the color wheel is removed so that
maximum UV light should come out from the projector which
is the requirement for solidification of liquid resin. After
removing glass portion from the color wheel, the projector
becomes black and white. Infocus make DLP projector with
display resolution 1024x768 is used. The photograph of actual
experimental set-up is shown in Figure 3.
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Figure 1. Lay-out of the experimental set —up



1-Frame, 2-Ball Screw, 3-Guide rod, 4-Z stage, 5-Resin Tank, 6-Stepper
motor

Figure 2. CAD model of experimental set-up without DLP
projector
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Figure 3. Experimental set-up
The photopolymer used in this experimentation is

polyethylene glycol di-acrylate with 2% Irgacure 784 as
photo-initiator. The absorbance spectrum of the photopolymer
is plotted and the maximum absorbance observed is in the
range of 315 nm to 480 nm. The peak absorbance of
polyethylene glycol di-acrylate matches with the peak
intensity of light beam of DLP projector which is in the range
of 400 nm — 570 nm. Therefore, polyethylene glycol di-
acrylate is selected as photo-curable resin and cost of the same
resin is also low as compared to other resins. From this data it
is concluded that maximum UV light is required for
solidification of the photopolymer. The NEMA 17 bipolar
stepper motor with 0.9° step angle, 5% step accuracy, 5 mm
shaft diameter is used to rotate the ball screw. The ball screw
with nominal diameter 12 mm, pitch 2.0 mm, core diameter
10.084 mm and lead angle 3.04° is used for up and down
motion of the Z-stage. The maximum speed of the stepper
motor is 2344 rpm and holding torque is 4.8 kg-cm. The Creo
3.0 software is used for modeling of 3D CAD model. The 3D
CAD model and STL file format in Creo 3.0 software is more
compatible with developed MATLAB code for slicing of 3D
CAD model as compared to other modeling softwares.
Therefore, Creo 3.0 software is selected for 3D CAD modeling.
A special MATLAB code is developed for slicing of the 3D
CAD model and this sliced 3D CAD model is imported into
the Creation Workshop software version 1.0.0.75 which is
used to control the focusing time period of sliced images
through DLP projector and focusing lens. The make of
focusing lens is Optics and Allied Engineering Private Limited,
Bangalore with 100 mm diameter and 100 mm focal length.
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The Creation Workshop software also controls the motion of
the Z-stage through Arduino MEGA 2560 micro- controller
and NEMA 17 bipolar stepper motor. It also controls input
parameters, such as layer thickness, motor movement speed,
exposure time and settling period. These parameters make the
equipment versatile and suitable for a wide range of different
tasks. Finally, the different shape objects are built by curing
the aforementioned photo-curable resin. The photographs of
the build components are taken by the Amp Cam digital
microscope with optimum resolution 640x480 and 5X digital
zoom. The FARO Edge 3D scanner with the specifications
+25um accuracy, 25um repeatability, 115 mm depth of field,
80 mm effective scan width for near field, 2,000 scanning
points per line, 40pum minimum point spacing, 280
frames/second scan rate and Class 2M laser is used to measure
the dimensions of the build objects. Thus, a low cost, high
build speed SLA is developed to fabricate 3D components.

In the Z- Stage, we have to control the linear movement of
the platform with the help of stepper motor and ball screw. The
stepper motors rotational motion is transformed in to linear
motion with help of ball screw coupled with motor shatft.
Arduino microcontroller is used for precise and accurate
control the movement of the motion stage. The rotational
movement of the stepper motor is controlled with the help of
special Arduino program. The program mainly consists of
various commands and statements to control the various
parameters such as speed, time delay etc. Figure 4 shows the
window of Arduino software in which the uploaded program
is shown. The Arduino Micro-controller with stepper motor is
interfaced with Creation Workshop Software to obtain desired
motion of Z-stage.

Figure 4. The program uploaded to the Arduino software

2.2 Spectrum study of photopolymer and DLP projector

The 3D object is built by focusing the light beam of DLP
projector through objective lens on the z-stage platform. On
the Z-stage platform a layer of liquid photopolymer of
thickness equal to the slice thickness of CAD model is made
available by lowering the platform with help of ball screw and
stepper motor. Therefore, it is necessary to plot the absorbance
spectrum of photopolymer from which we can conclude that
what is value of wave length for peak absorbance. The Figure
5 shows the absorbance spectrum plot of photopolymer and it
is observed that the peak absorbance is at wavelength 335 nm,



410 nm and 480 nm. Therefore, the focused light beam must
have the peak wavelength in the range of 300 — 500 nm which
is a UV light region.
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Figure 5. Absorbance spectrum of photopolymer

Figure 6. DLP projector light beam spectrum plotting set-up
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Figure 7. Light beam spectrum of DLP projector

The study of DLP light beam spectrum is done by using
Horriba (model iHR320) light spectrometer. The Figure 6
shows the set-up for plotting the spectrum of DLP projector
light beam. The light beam from the DLP projector is passes
through the aperture then it passes through the neutral density
filter. The neutral density filter removes the unwanted light
rays. The spectrum is plotted for the light wavelength range of
250 — 900 nm. Finally, light beam passed into the
photoluminescence (PL) system. The PL system consists of
optical grating, mirror 1 and mirror 2 with CCD (closed circuit
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device) camera. The measured spectrum data by PL system is
collected by the computer. The Figure 7 shows the light beam
spectrum obtained by above mentioned spectrometer. From
light beam spectrum it is observed that the peak values are in
the wavelength range of 400 nm — 570 nm. Therefore, the light
beam of DLP projector is useful to cure the selected
photopolymer as peak wavelength range matches with each
other.

2.3 Slicing of 3D CAD model

Basically, the stereolithography equipment consists of a
DLP projector, focusing lens, resin vat, a linear translation
stage with a platform and a computer. Before the
manufacturing can begin, some preparations must be done.
First, the CAD model is sliced into horizontal cross-section
images. These black and white images will be projected one
by one onto the platform with resin layer. As there are different
methods available to slice a CAD model without tessellation
but slicing a triangulated mesh model is still the commonly
used method in 3D printing caused by its format (i.e. STL) is
widely adopted in software and machine. These different
methods of slicing a 3D CAD models are Contour,
Voxelization and Ray tracing [39]. The contour method is the
traditional slicing process that generates the cross-sectional
information by intersecting the input model with a set of
horizontal planes. As the input model is tessellated into faces
(e.g. triangles defined in the STL), the slicing operation is
actually a number of face-plane intersections, each of which is
a segment. In a layer, the intersection between the model and
a slicing plane is one or more polygons (contours), which are
constituted by the segments. The voxelization method creates
a 3D array of voxels that can cover the whole volume of the
input model, and then decides whether each voxel is inside or
outside the model. The in/out determination is challenging,
because the mesh is just a set of faces in the 3D space without
the information of inside or outside. In ray-tracing method, 2D
image is used and in/out for every pixel in a slice is determined
similar to point-in-polygon testing. In this method testing can
be done by casting a ray from each pixel to intersect with the
model, and finding out if the ray reaches the interior or exterior
of the model at a particular height. Out of the above three
slicing technologies, the ray-tracing method is the fastest in
most cases and it needs a moderate amount of memory for
computation. It maintains a good balance between
computation time and memory space. It would be optimal if
the intersection problem can be handled without creating other
problems. Therefore, due to these advantages, the ray-tracing
method is used for development of a special MATLAB code
for slicing of 3D CAD model in this research work.

The STL file shown in Figure 8 was originally conceived by
3D Systems [40] and it opened the door for rapid prototyping
and manufacturing market by allowing CAD data to be used
in STL systems. The file consists of an unordered list of
triangular facets that represent the outside skin of a part. The
triangular facets are described by a unit normal vector and a
set of X, Y, Z coordinates for each of the three vertices. The
unit vectors indicate the outside of the part. Since the STL
model consists of triangular facets, it is an approximate model
of the accurate CAD data. Regardless of being an imprecise
model, STL has become the standard used by most CAD and
RP systems. STL is a simple solution for representing 3D CAD
data and it provides small and accurate files for data transfer
for specific shapes [41, 42]. There are two formats for STL file:



ASCI and Binary which are shown in Figure 9 and Figure 10
respectively. Binary files are smaller and more compact.
Hence, they are more common. After generating the STL file
of the 3D CAD model then it is necessary to slice the model
into a number of horizontal cross-section images. The 3D
CAD model of the object which is to be built by using
stereolithography process is developed with the help of CREO
3.0 software. Then it is saved in STL file format using the same
software. The Figure 11 shows the 3D CAD model in STL file
format.
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Figure 8. Standard Tessellation Language (STL) file and
CAD model [42]
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Figure 9. ASCII STL file format [42]
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Figure 10. Binary STL file format [42]

Figure 11. 3D CAD model in STL file format

Thus, a special MATLAB code is developed by using ray
tracing method and by using this code, the 3D CAD model is
sliced into a number of layers as shown in Figure 12. The
Figure 13 (a) and (b) shows a single sliced layer in MATLAB
software window. Then these sliced layers are imported in
Creation Workshop software and focused one by one at
required time interval with the help of DLP projector through
objective lens on the Z- stage platform and finally the 3D
object is built.

Figure 12. Sliced 3D CAD model

(b)

Figure 13. 2D Slices in MATLAB window

3. RESULTS AND DISCUSSIONS

The experiments are performed with hexagonal cross-



section and pyramid objects with 0.1 mm curing depth along
Z — axis. The trials are performed with different exposure time
and settling period. The exposure time is varied from 10
seconds to 1 second and it is observed that the objects are best
cured for 2 seconds curing period. The experimental test data
for hexagonal cross-section and pyramid objects are given in
Table 1 and Table 2 respectively. The CAD model of the
hexagonal prism is shown in Figure 14 and scanned image of
build hexagonal prism by FARO Edge 3D scanner is shown in
Figure 15. The built hexagonal prism is shown in Figure 16 (a)
and (b). The Figure 17 shows the measurements of dimensions
of hexagonal prism by FARO Edge 3D scanner. The Figure 18
shows the CAD model of pyramid and Figure 19 shows the
built pyramid. The scanned image of built pyramid by FARO
Edge 3D scanner is shown in Figure 20 and the measurement
of dimensions of pyramid by FARO Edge 3D scanner are
shown in Figures 21-23. The pyramid object with 120 numbers
of layers with 12 mm dimension along Z-axis is built. The
maximum area 18 mm x 16 mm of pyramid object along X-Y
plane is cured. For commercial SLA machines resolution in Z-
axis is in between 0.01 to 0.25 mm. The resolution along Z-
axis of 0.25mm creates a fairly coarse surface for medium
sized parts, but for larger models, the layer steps are not too
noticeable due to the relative size of larger parts. A resolution
of 0.1mm provides a more favorable surface finish for medium
and small parts. Therefore, experiments are performed with
0.1 mm curing depth along Z-axis. The maximum exposure
area obtained is 55mm x 45mm. It is observed that as the
curing time decreases the percentage error between the 3D
CAD model dimensions and built dimensions are also
decreases. The maximum and minimum percentage errors for
hexagonal cross-section object are 9.43 and 2.0 respectively.
The maximum and minimum percentage errors for pyramid
object are 4.44 and 0.93 respectively. The minimum
percentage error is observed for 2 seconds curing period. The
dimensions of the built components are measured by FARO
Edge 3D scanner with +25um accuracy. Creation Workshop
software Version 1.0.0.75 is used: (i) to control the Z-stage
motion, (ii) to control the focusing time of sliced images and
settling time. The resolution of the built components depends
upon Software Imposed Parameters (SIP) and SL Process
Parameters (PP). The Software Imposed Parameters (SIP) are
line width compensation, .stl file resolution, layer thickness, z
compensation, and stereolithography grid. The SL Process
Parameters (PP) consists of light beam size and intensity, light
beam focus depth, and layer thickness [43].

Figure 14. CAD model of hexagonal prism

Figure 15. Scanned image of build hexagonal prism
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Figure 16. Built hexagonal prism

Table 1. Hexagonal prism experimentation data

Object Cross- Measuring Dimensions (mm) No. of Exposure Settling Build
section Scale layers time Period time
(sec.) (sec.) (sec.)
X y zZ
Hexagon (7 mm CAD MQdel 14 14 10
side) Built object 1532 1428 9.66 100 2 3.5 546.5
% Error 9.43 2.0 34
Table 2. Pyramid experimentation data
Object Cross- Measuring Dimensions (mm) No. of Exposure Settling Build
section Scale layers time Period time
(sec.) (sec.) (sec.)
X y z
CAD Model 18 16 12
Pyramid Built object 17.20 16.15 10.85 120 2 35 656.5

% Error 4.44 0.93 2.33




i W _Es
_____ s T.:'.II'} Figure 20. Scanned Image of build pyramid
el
o s = ihsmer 7
: = Wxf Pewlyre pluine |7
(a) [ Fedtnre ol L

=l sl imnry 2 ~ Bham Meus  They T

Rl Fengnre gl | 10 it | 2000 [RRET 0.

I point 3

Ml = Thes
EE0 CHws FOMII -.:IHI'I 1 Akl

(®)

Figure 17. Measurement of hei
prism
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Figure 19. Built pyramid

Figure 21. Height measurement of build pyramid
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Figure 22. Base measurement of pyramid

Figure 23. Faro edge 3D scanner

4. CONCLUSIONS

A low cost stereolithography apparatus (SLA) has been
developed with DLP projector as a UV light source. The
overall cost of the developed SLA is very low as compared to
the present commercial SLA available. Therefore, the build
cost of the fabricated objects is reduced due to developed low
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cost SLA. The optimum curing period per layer is two seconds
per layer as the percentage error is minimum for two seconds
curing period. Therefore, build speed obtained is two seconds
per layer which is remarkable compared with present SLA.
The dimensional accuracy of fabricated objects is also
satisfactory as the maximum and minimum percentage error is
9.43 and 0.93 respectively which is acceptable comparing with
the results available in the literature [33, 36]. The dimensional
percentage error is decreased as the curing period or image
focusing period is reduced. The pyramid object with maximum
120 numbers of layers with 12 mm dimension along Z-axis is
built in 11 minutes. The maximum exposure area obtained
which can be cured in X-Y plane is 55 mm x 45 mm. The
resolution of the build objects in X-Y plane is 23 microns
which is resolution of sliced image focused from DLP
projector and Z-stage resolution is 0.1 mm. The advantages of
the developed SLA are low build cost, high fabrication speed,
excellent resolution in X-Y plane, low resin cost etc. The
limitations are low dimensional accuracy, poor resolution of
the fabricated objects along Z-stage. The future scope of the
work is to introduce the dimensional error correction model in
the experimentation to minimize the percentage errors of the
build objects. Another future scope is to perform the
experiments with values lower than 0.1 mm curing depth so

that resolution of build objects along Z- stage will be improved.
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The heart attack happens if the flow of blood leads to blocks in any of the blood veins and vessels liable for delivering blood into
internal parts of the heart. In the modern life activities and habits, the males and females hold the same responsibility and burden
of risk. The absence of understanding frequently leads to a postponement in dealing with the heart attack issues, which could
worsen the injury and in most of the situations shown to be dead. Several researchers have applied data mining techniques to
diagnose illnesses, and the results have been encouraging. Some methods forecast a specific illness, whereas others predict a wide
spectrum of illnesses. In addition, the accuracy of sickness predictions can be improved. This post went into great length on the
many approaches of data classification that are currently available. Algorithms primarily represent themselves through rep-
resentations. Data classification is a typical but computationally intensive task in the area of information technology. A huge
amount of data must be analysed in order to come up with an effective plan for fighting disease. Metaheuristics are frequently
employed to tackle optimization issues. The accuracy of computing models can be improved by using metaheuristic techniques.
Early disease diagnosis, severity evaluation, and prediction are all popular uses for artificial intelligence. For the sake of patients,
health care costs, and slowed course of disease, this is a good idea. Machine learning approaches have been used to achieve this.
Using machine learning and metaheuristics, this study attempts to classify and forecast human heart disease.

1. Introduction

Heart-related diseases [1, 2] consume around a million lives
of peoples every year, creating this as the primary reason. In
the year 2016, around 920,00 people had heart attacks and
nearly half of them occurred suddenly without prior
symptoms. Sudden death is the only symptom for heart
disease. One death among five is due to heart problems in

India. Heart disease has considerably become more when
compared with past decades and has turned out to be the
primary reason of death. It is highly challenging for
healthcare professionals to identify quickly and precisely.
So, it is essential to implement computer expertise in
this analysis to help healthcare professionals to detect in
the early stages with enriched accuracy. The objective of
this research is to precisely and proficiently evaluate
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heart-related hospitalizations based on the offered med-
ical account of the patient. The approaches of this research
are innovative for this domain. This encourages the re-
search to forecast heart-related hospitalization. To save the
irreversible lives of human beings, early diagnosis and
prediction of the disease is mandatory than any other
business and profit. So, this research focuses on early and
efficient detection of heart disease at higher accuracy levels
using data mining algorithms and history of past patient
records. The feature of classification algorithms in data
mining is analysed in this research for effective prediction.
The datasets used by the researcher and algorithms are
naturally impure and contain missing, irrelevant, and
outdated values with the system and human errors. Since,
the efliciency of prediction algorithms completely depends
on the input dataset, it is necessary to focus on data
cleaning (preprocessing) process prior to the actual mining
process. This will result in improved accuracy levels of
prediction. Hence, this system focused on preprocessing,
mining, and prediction of heart disease in earlier stages
using the history of databases [3].

There are many different types of cardiac illness, each of
which affects a different organ within the heart [4]. Cardio-
vascular illnesses include any form of cardiac disease, and the
diseases associated with the heart are discussed in greater detail
further down in this section. CAD, which is another term for
coronary heart disease, is the most common type of heart
disease in the world and is also known as coronary artery
disease (CAD). Inflammation of the blood vessels and arteries,
caused by fat accumulation, is a source of complaint.

The data confirm that the heart diseases are double that
of the average ratio of neighboring countries of India in the
world. Regardless of actuality a developing concern, many
Indians are not conscious about the heart disease and its
related preliminary indications. The disease history related
to generations of the family is considered as the general and
strong threat factors; most of heart-related diseases are
because of well-known manageable reasons such as sugar
level, cholesterol, abnormal blood pressure, unhealthy diet,
habit of smoking, style of inactive life, stress, and abnormal
weights. In current situation, the daily life style and habits
have become the primary reason and risk factor for getting
heart disease. Heart attack is the major reason for deaths,
particularly amongst youngsters and teens in India. As per
the Indian Heart Association, mostly 50 percent of heart
issues are in men under the age of fifty years and 26 percent
of every attack is below the age of 40 [5, 6].

The heart attack happens if the flow of blood leads to blocks
in any of the blood veins and vessels liable for delivering blood
into internal parts of the heart. In the modern life activities and
habits, the males and females hold the same responsibility and
burden of risk. The absence of understanding frequently leads
to a postponement in dealing with the heart attack issues,
which could worsen the injury and in most of the situations
shown to be dead. September 29th of every year is renowned to
be the World’s Heart Day (WHD) to bring alertness of the
heart-related issues. Different themes were introduced every
year to tackle the many causes of heart-related diseases and to
bring awareness among the public [7-10].
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Machine learning models can solve highly critical issues
by automatically detecting the characteristics of the input
data, and deep learning models can adapt to changes in the
problem that they are attempting to answer. Using the
inferred data, machine learning models will be able to
uncover and analyse characteristics in data patterns that
have not yet been presented to the user. Because even low-
computing models will be able to accomplish this, a sig-
nificant amount of time will be saved [10].

Heart disease has considerably become more when
compared with past decades and has turned out to be the
primary reason of death. It is highly challenging for
healthcare professionals to identify quickly and precisely.
Using machine learning and metaheuristics, this study at-
tempts to classify and forecast human heart disease.

2. Literature Survey

Cardiac disease and ECG datasets are back-eliminated from
the classifier model built by the authors in [11]. The feature
choices have improved categorization techniques and re-
duced the number of inputs, according to experience. Se-
venty eight percent increase in performance was achieved
with just a 19% reduction in the size of the arrhythmia
dataset that was utilized in this investigation. In comparison
to the prior data, this new set is 85% better and has just four
distinct features. In a previous research, redundant features
were shown to improve the performance of classifiers.

A surge development approach-based fuzzy master system
is outlined [12]. To handle UCI machinery cardiac datasets,
this method was developed particularly for them. Decision tree
algorithms are used to identify the most important qualities for
optimal diagnosis and therapy. Fuzzy rules are used to gen-
erate the output data. Fuzzy approximation is used to get the
outcome. An expert system based on the particle swarm
optimization approach has a 93.27% accuracy rate. There is a
huge advantage to this system when compared to other
classification methods, which are difficult to understand the
output model given by fuzzy expert systems.

A firefly-based method based on rough sets was pro-
posed by authors in [13] as a foundation for an accurate
prediction system. The high complexity and uncertainty
associated with heart disease datasets may be reduced by
including both fuzzy and rough theoretical notions. With the
roughest-based fuzzy learning approach, it is feasible to find
optimum answers while consuming minimal computer re-
sources. Support vector machines and artificial neural
networks cannot match these results when it comes to heart
disease prediction and medication prescribing.

Scientists have devised a novel method for forecasting
ventricular arrhythmia. An ECG signal processor that is
completely integrated into the system is used in this work to
construct a pain prediction system. A certain set of ECG
parameters may be used to predict whether or not a person
would have ventricular arrhythmia. To evaluate and
monitor the sites, an ECG waveform is recognized and noted
(PQRST). This procedure is carried out using real-time and
flexible methods. Controlling the ECG signal fluctuations
efficiently and accurately is the goal of these techniques. The
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American Heart Association’s collection of cardiovascular
signals is utilized to assess the system’s performance. It
seems that the previous methods’ accuracy metrics are
comparable to the new ones, based on simulation findings.
The system is simulated using an ASIC (application-specific
integrated circuit) (ASIC). ESP-based ventricular arrhyth-
mia forecasting is implemented for the first time on an ASIC.

A Naive Bayes classification approach for heart disease
detection was highlighted by researchers [14]. In today’s
society, heart illness has serious ramifications, as shown in
this book. The Naive Bayes classifier is used in conjunction
with statistical methods to accurately predict and diagnose
cardiac disorders. It uses data preprocessing methods to
handle the massive and complex gathering of medical data.
Cardiac disease is classified using a discretization algorithm.
In this case, directed variation with equal frequencies was
used as the discretization approach. The stat log heart da-
tabase contains datasets on heart disease that are used in this
investigation. The findings show that this approach provides
more accurate measurements than earlier techniques.

As mentioned in [15], the linear SVM classifier model
works as follows. After isolating a hyperplane from a given
dataset using categorized instructing tests, this difference
classifier outputs an optimal hyperplane. Thus, the newly
created instances of the input data model may be further
classified in this manner. A hyperplane is a line that, in a
two-dimensional space, splits the hyperplane into two parts.
Both sides of the dividers include each class. In a nutshell,
SVM separates classes.

Using deep learning and a linear SVM classification, the
authors of [16] performed an original investigation. The soft-
max layer is replaced with a linear combinational machine in
deep convolutional networks. Margin-based loss may be
used to replace cross-entropy loss since it is more efficient.
According to published studies, the SVM may be used to
return various layers of a deep complex network. On the
second layer, a deep convolution network replaces SVM.
Ultimately, the goal of this study is to aid in the development
of facial recognition software for use by humans.

Using logistic regression data analysis, the authors of
[17] give an in-depth look at the statistical technique. Lo-
gistic degenerate is a statistical process for analysing dual
dependent variables. An efficient method for regression
analysis is logistic regression. The logistic model’s param-
eters are estimated using logistic regression techniques.
Logistic models use independent elements to calculate the
probability of an event occurring.

Models of logistic regression provide the highest accu-
rate classification results and are broadly used in a broad
range of fields. Predictive models for heart disease are fre-
quently evaluated using this technique. Overfitting is
avoided with this method, which yields more precise find-
ings. Nonlinear connections, on the contrary, make things
more complicated and time intensive. In addition, this
technique performs effectively as an evaluation tool for
healthcare firms rather than a categorization model.

It was found that combining K-means and Apriori
yielded the best results [18]. The dataset is first gathered
using k-means gathering. The Apriori method is then used to

determine the most often recurring item sets. A “bottom-up”
approach is used by the Boolean association rule to get better
results. Real-world scenarios in the heart disease prediction
system provide a succession of challenging questions to
patterns. Predictive analysis relies on categorization to en-
sure that the input data are accurately identified and
mapped. There are two categories of data: those that have
been tagged and those that have not. In addition to the single
target quality, the labelled data include many predictive
characteristics. Using all the target characteristics, the class
label is denoted. Only those features that have been labelled
have predictive properties that are not unlabeled. The basic
goal of the classification process is to appropriately classify
not labelled data using categorization models derived from
labelled examples (historical data). The first step is to create a
training model that already has the proper class (or goal
values) to build it.

3. Methodology

Figure 1 illustrates an example of how heart disease can be
predicted using genetics. This method is based on a database
of heart disease cases. The extraction of features is accom-
plished through the use of a procedure known as PCA. For
the purpose of categorising the data, a number of machine
learning algorithms are used. The results of the testing can be
used to improve disease prediction. Using machine learning
in conjunction with metaheuristics is a lethal combination
when it comes to accurate forecasting.

First ever developing conclusion tree-based approach is
J. Ross Quinlan’s ID-3 method. This strategy makes use of
entropy and information gain measurements. The entropy of
the functional characteristics is computed iteratively, starting
with a nodule. Split attributes refer to the subsets of a dataset
that have been divided based on the feature with the lowest
error rate (entropy) and the greatest information gain. In the
absence of an accurate categorization of its target classes, the
algorithm repeats itself for each subset of data. The terminal
nodes of a decision tree are defined as the final subset of the
branch’s nonterminal nodes. The split attribute specifies
nonterminal nodes, whereas class labels are denoted by ter-
minal nodes. An ID-3-based conclusion tree method devel-
oped in [19] allows for the early diagnosis of cardiac problems.

According to Peterson et al. [20], using a K-nearest
neighbor strategy for pattern detection and data categori-
zation is the most resilient method in the field. Distance
functions or similarity measures are used in K-nearest
neighbor algorithms. In order to classify freshly defined
instances, a similarity measure is employed, and all instances
are kept. In order to efficiently classify, it makes use of the
instance-based learning approach. Based on the votes of
the classes immediately adjacent to it, each new instance of
the dataset is allocated a category. Both the training and
testing datasets are used to calculate the distance metric. As
soon as k has been chosen, the algorithm estimates how far
apart the two instances are.

As a nonprobabilistic binary linear classification ap-
proach, PSO-SVM (particle swarm optimization) support
vector machine is the best choice [21]. Using this method,
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FIGURE 1: Machine learning and metaheuristics methods for
classification and prediction of heart disease data.

samples may be divided into a single or several target classes.
A single point is used to represent each piece of data. With
each new group, it widens because of the clear divisions. The
goal classes of the new occasions are remapped depending
on which side of the space they fall. Nonlinear classification
is possible if the input datasets are not tagged. The support
vector machine employs an apart learning approach to
classify the data because the instances cannot be allocated to
target classes. More instances are added when the clusters
based on functions have been formed. There is proof of a
nonlinear support vector machine recommendation system.
Nonlinear support vector machine approaches are the most
often utilized way for dealing with unlabeled data.

4. Results and Analysis

Using data from the UCI machinery cardiac illness dataset [22],
we conducted an analytical investigation. ID-3, C4.5, Random
Forest, KNN, and SVM algorithms employ 303 entries from
the Cleveland database as input. Weka is used to preprocess the
incoming data set. The correctness of the data has been im-
proved as a result of this preprocessing. Out of 303 instances,
240 instances were used for the training of machine learning
predictors and remaining 63 instances were used for the testing
of the machine learning predictors. Figures 2-4 show per-
formance of machine learning predictors on the basis of dif-
ferent performance comparison parameters:

A (TP + TN)
ccurac
YT TPTTIN+FP + N’
TP
itivity = —— 1
Sensitivity TP+ FN (1)
TN

Speciﬁcity = m,

where TP =True Positive, TN =True Negative, FP = False
Positive, and FN = False Negative.
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FIGURE 2: Accuracy of classifiers for heart disease dataset.
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FIGURE 3: Sensitivity of classifiers for heart disease dataset.
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FIGURE 4: Specificity of classifiers for heart disease dataset.

5. Conclusion

The heart attack happens if the flow of blood leads to
blocks in any of the blood veins and vessels liable for
delivering blood into internal parts of the heart. In the
modern life activities and habits, the males and females
hold the same responsibility and burden of risk. The absence
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of understanding frequently leads to a postponement in
dealing with the heart attack issues, which could worsen the
injury and in most of the situations shown to be dead.
Metaheuristics are frequently employed to tackle optimi-
zation issues. The accuracy of computing models can be
improved by using metaheuristic techniques. Early disease
diagnosis, severity evaluation, and prediction are all popular
uses for artificial intelligence. This study presented machine
learning and metaheuristics methods for early and accurate
detection of cardiac illness. Cleveland dataset is used for the
innovative analysis. PSO-SVM algorithm is performing
better than other machine learning predictors.
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ABSTRACT

A recommendation system is a system that, depending on a data set, makes recommendations to users for specific resources such as books,
movies, songs, and so on. Typically, movie recommendation systems anticipate what movies a user would enjoy based on the characteristics
of the User and previously provided data. Such recommendation systems are useful for businesses that collect data from a big number of
clients and want to deliver the best recommendations available. Many elements can be taken into account while creating a movie
recommendation system, such as the film's genre, the actors, the story, and even the director. The systems can propose movies based on a
single attribute or a combination of two or more. The recommendation system in this paper is based on the tags created by combining genre,
actors and description that the user may choose to watch. We have adopted a Content-based filtering technique in our project. A
recommendation engine uses several algorithms to filter data and then recommends the most relevant items to consumers. If a user visits a
movie site for the first time, the site will have no previous history of that user. In such cases, the user can search for their favourite movie
genre or director to get a similar recommendation.

KEYWORDS: Movie Recommendation Systems, Content-Based Filtering, Movie recommendation, machine learning project.

LINTRODUCTION

With the ever-increasing demand for machine automated solutions, machine learning has become one of the rapidly increasing and evolving
technology. In the era of the 21% century and increasing E-commerce over the Internet, online shopping and entertainment are on peak levels.

Online everything will be new normal in the upcoming decade. Imagine you are shopping online on websites like Amazon.com, they have a
million products for sale and the same goes for Flipkart and other e-commerce websites. Entertainment websites like Netflix and Hotstar
have over 10 million movies and series to be watched. If you want anything specific from Amazon you can search it, but what about the rest?
If you want something similar or better than your search results, it will be like searching for a golden tree in the jungle of trees. You will be
lost and will never find your way out of the jungle. That’s where Recommendation systems can help you. Recommender system can become
your ally in such platforms. Similarly, Recommendation System plays an important role in becoming your guide in the systems of Amazon,
Netflix and other e-commerce websites. Without a recommendation system, they will be a database and you will need to be sure of what
you’re looking for. It will be great for Amazon and Netflix if people don't buy their products or don't watch any movie.

Therefore, companies need it more than anything in upcoming years. That is the reason we decided to learn recommender systems and take
it to next level.

Recommendation Systems are mostly used to assist consumers in receiving customised results based on their choices. Recommendation
Systems can also be used as a filtering strategy to select the best result from a set of anticipated results using a Machine Learning algorithm.
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Movies can be segregated on basis of genres like thriller, animation, comedy, action, drama etc. Another way to categorize movies is based
on some metadata such as cast, year of release, language or director. Nowadays, most online video-streaming platforms provide a number of
similar types of tv shows and movies to the user by the help of utilizing users previous search keywords and previous watch history of the
user. The main goal while building a Movie Recommendation System is to make it reliable and efficient to provide suggestions to users
accurately what they are looking for. Normally, Recommendation Systems are divided into three different types — Collaborative or User
Filtering, Content-Based Filtering and Hybrid filtering.

ILMETHODOLOGY

1. Requirement/Data Gathering:

Data is the most important and foundation for machine learning projects. Gathering data from various datasets is key for a recommendation
system. The more the data available the better the recommending results.

2. Pre-processing:
In the pre-processing stage, Filtering and making ready the data for the project, we will make some changes such as, we will build tags
that will describe the data and help us to calculate its similarity with other data.

2.1 System designing:
In this system design phase, we design the system which is easily understood by the end-user i.e., user friendly.
We design some UML diagrams and data flow diagrams to understand the system flow and system module and sequence of execution.

3. Model implementation and testing:

We will create a framework of data that will coordinate with the code this phase involves the core part of our project that is coding and
model designing. The model will make sure the project works well at the local level.

The different test cases are performed to test whether the project module is giving the expected outcome in the assumed time.

4. Website designing:
After we have created a working model, we will create the same into a website. This stage will involve designing an immersive Ul

5. Deployment of System:
Once the functional and non-functional testing is done, the product is deployed in the virtual environment or released into the local
hosting like Heroku, over the internet.

IIL.MODELLING AND ANALYSIS
Types of Recommendation System:
The recommendation system is usually classified on rating estimation

[1] Collaborative Filtering system
[2] Content-based system
[3] Hybrid system

Content-based Filtering Systems:

As the name suggests, a content-based recommender system recommends by the similarity of the content or the product. In a content-based
recommender system, the similarity between the content or the product is calculated to find similar content.

For example: If you want to watch an action movie, The system will recommend and list the movies which are related to action.
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We have used the cosine similarity method to calculate a numeric value, that calculates the
similarity among other movies. The cosine similarity function calculates by independent of
magnitude and it is easy to calculate. Mathematically, it is defined as

follows:
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To implement the recommendation process these are the following steps,: -

e Get the movie's index based on its title.

o Get a list of cosine similarity ratings for that movie compared to all other movies.

Convert it to a tuple list, with the first member being the position and the second being the value.
the score of similarity.

Get top 5 similar results and display.

As our project has done a fine job of verifying movies and recommending similar movies by calculating similarities between tags, this system
is not strong enough to be recognised as a Perfect recommendation system. If a person searches for "The Avengers". The system returns all
movies related to Avengers

movies while it is more likely that the people who liked that movie are more inclined to

enjoy other Marvel Movies. This is the result captured by our current system.
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IV. RESULTS
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V. CONCLUSION

The recommendation systems can be enhanced for present and future requirements for increasing the quality and for better
recommendation results.

Recommendation system can become your virtual guide on E-Commerce platforms when powered with Al

It will be a great loss for companies like Amazon and Netflix if people don’t buy or don’t watch their product

With the ever-increasing demand for machine automated solutions 'ML' has become one of the rapidly evolving technologies
along with Al and Data Science.

Recommender systems will be used in the future to predict demand for products, connect buyers and sellers and eventually
become the backbone for the supply chain.

Mega companies like Amazon, Netflix and Facebook need recommendation systems now more than anything. With increasing
products and users.
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pntlerm. bkl DeeaSeiipt muntine  envirmmndol
tast s wm fhe Y48 enging and execures MvaSerit
e peilidile @ web |

SYSTEM ARCHITECTURE

The lellewing moduics have been mmplermanied

during 1he axccotmon of this praject

T Hom: Page: The home page- i buill using e

podverful Toptdies of he Bedeljs by and is

phiraelive a5 well 05 fast @ provides the visitor of the
webdilie with the first impressive: ook and displays
boai infermation =bout the collope such as the name
of the caliege, acorediigton deaily, gldress of The
colleps, cvnlvey offered and 2 conteel s page, The
IHmine [HTTE comirinds af @ _._.._.______..Ew.r.._.: bt 1 ..__H___._Hu.rn L3
the dilferent papes-of the webisie,

H_L_.ﬂm.._ _.wﬁn = The —G.E.._.‘ Puge first confirms 1f |he

wgitor of (ha website i o sludend, teacher, or the

mimin bl Afier  confirmation, accondingly.

avcess o e seversl piges of the wibit: bs provided
after he credentiats are vorified. While the teachers
widl saycents eun regtlster themselives if new 1o the
cipllege, the credintials of the admin remmin fixed in
order o eilimes the security.

3-Regimtranon Page: Mew students and teathers can
regiiter \hemselves using (he rogster portal. The
nitsswoids tire haghed h_.__,__ﬂ u,ﬂan 10 the MongoDB
dutshise  using the _Enn g implementation  of
Beryplas, Berypt s one of. Eﬂ most used enceypion
hbrries today. 1t incorporates hasl) eneryption along
with o work fuctor, which allows you 1o determine
how: expensive the: hash fundtion will be (i, how
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Brain Machine Interface

Ay Saase’, A ghuingk Bamit?, A purvs Maus® Wikl flosit
! i Cewmpuiter Seienpy, Saviaribai Fiele M Lindversiy
ureel— Brafn H-ﬂhfunyhuh'n’nlu-u ar A brainsampudor lnivfece
ok beais-compiter inferfure (T,
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I INTROGBUCTION

Mar machine interface har been ane of 1he Erewing fiekds of reicarch and dvvulopmmt in recent years. Mol of the i b
boon dedicated 1o the design of user Iriondly or ergnaamic syibeens by means of Insoyative misdices ek BNV EE fynogniicn,
virnasl roality, A direct hrain-comgruter insesfios would add 8 new dimentian ks mun-machine misracson. A besin-comgutsy
Jriguffm. sometimas called o dircs) neursd inderfcn orn brsin machine mletfaen, i 5 direct eommunicetion ity boivesn g
humman dr animal bram{ar buin cell culture) wnd = external device, In ane HCM, computern siiber scoept commands frmm the
lefain or send shgnale tn it et not both, Twe way BCIr will allaw brwing wind exfemal devides 10 exchangr (s Fammsilon @ beil
wlivectioms buit have vet o be tiicorssifully impdanted in gnimals of humpna
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poadnility feed becomse more resl il the scissice betlan maore technically sophitfiated. Recently, the syberpunk movement B
wapted the kiea of acking jn', stidiy Diesolt" chipa into alots implansed in the shull{Cibenn, W, 1683) Although such bisisaiis
and @il scienc= {letion, iBere bave been several r=eeni eerps lovward imlerfacing ihe Brain dsd computens In i definitinn, 1the
vt emin means the brain or aeeveus sysem of an argmic life form ratker than (he s, Corpueer meshs any processing e
compistational device, fom smple ciraits fo sificon chipn (incuding bypathetical fsture iechnologies ke QUEmSCE e e
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Prabotex 1 3 Bighly provalent omndition that affecss people all armesd the ginke. Losp-tores ffects
of dazhrtes include hean dncsse and remal fuilure, ameng other things. 17 thit condincn w dscoversd e=riy,
Poopie may Iive foager and erjoy bermer hives. Nowadays, it seoms it the beadtheare basiece g 2
lampe zrmmest o deey mhich ey e anadvead uﬁ‘n:fpﬁ‘lrm;.hm: h::m-ﬂgal*'!—' e R T P P ]
hetter msagies This kind of asslysis sids i the sy detection of i a=d Efuli-io-diageoss disordoms.

T’ﬂ-*--'T"‘-._: m 2 hugher cure saooess raie and fower madical costs. The gmal of this &ady 5 w0 develop a model

et will b alle o phadic the likelibood of dizhetes in patieniz with the maximum =corcy. Thiee mackse

wEmEny methods that v be etilined for data clrsification were selocted for this reseaech. and they arc aa

folkons: Multlaver Peroeptron and Support Vector Machine On the ditbetic dats g2t all Machine Learming
Technikezs were vsad o fdemiiv disbetes and deingt stape: of dizheizs, 32d thew roslts wor amalyred
ey Jifferent mewies 1o this stady, an cardvestage disbetes risk prodiction datxset from the UCT machine

icaming reposiiony was pead [ 2 buge datasa:, this research seocessiully demonstrated the capacity 1o

detect mdividiale winly earfy disbetes risks. Multilaver peroapon scomis 1o calegorics the patient 2« dihetic

ar oot with a better degree of sccumy than the other classifieation alponthms.

INTRODUCTION

Diabetes 15 a chronic condition that happens when the pancreas doesn’t manufachare enough insulin
or the hodv doesn't use it appropristely. Insulin regulates blood sugar. Tvpe | diabenics have poer msulin
pr-.j:.:hﬂn and mmst take insulin daily. There's no scientifically proven way to avoid type 1 diabetes. Type |
Hiabetes symptoms include excessive uring exerction. thirst (polydipsia). contitual siarving. weight loss
sigual sbacrmalitics, and weariness [1]. Type 2 disbetes, also known as insulin-dependent or adult-onse
liabetes, is the most common type of dinbetes. Increased body weight and physical inactivity are mastly «
lame for this kind of diabetes. The symptoms mav resemble those of type | diabetes, although they are fa
rss cevere. Gestationa] disbetes is defined as hyperglveemin with a blood glucose level above normal b
slow the diabetes diagnostic threshold. Diabetes is a condition that develops during pregnancy. During an
iwing pregnancy, women with gestational diabetes are more prone 1o problems. Women with gestation
aberes. as well as their children, have a higher chance of developing type 2 diabetes Inter in life. Prenat
reening, not reportad symptoms, is used 1o jdentify gestational diabetes [2] [3],

Rescarchers such as [4] and [5] designed and proposed different kinds of machine ledming bas
dels 1o diagnose diabetes disease. However. only a few studies have concentrated on integrating |
ned model fnfo a user’s app and designing a user interface so that consumers may monitor their hea
us on their smartphones. Furthermore, those models were trained usmg only one or fwo datascts, wh

s riot guarantee that the model would perform as expecied in real-world scenarios.
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I INTRODUCTION

For the prevention and treatment of health prohlems,
secirate and timely investigation of any henlth-related
issue is eritical. In the event of a critical illness, the
srandard method of diagnosis may mot be adeguate.
The development of a medical diagnostic gystem based
on machine learning (ML) algorithms for iliness
prediction may aid in 3 MOTE accurate diagnosis than

the current technigue.
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ABSTRACT
To denionitiare thix thie systam makos e af wntainers, Whare the ditrmsmmic sensnrs placed aver the
cantiinors to dotect thie Dt ksl el ramjis e ity the s st s shrpthil The' syslenh makes uzg ol an AVH
Family mieroconteolier, Aaspherry B LCD sovvete WTH imnfem for: pesding-glata and 3 Buzzer ALY
'-'_m"ffﬂﬂllﬂr iz ited for povwer supyly in thim peefom Tan |1y wereem s orand ta display the statun of thit leval of
Virakd in the contalneis, The Hamld fevel s hiplibied cnoeeid o shiow The Tererl af Tiquid present in the
contzinar with thie belp af p Wil page tn fhe e T iz ) S ringig when the st Timit of the liguld s
crossed. Thits this syptem helps to presimt 1 ior ol water by informing about the lguld imenta of the
coRtaetnOhe of the majnr problems fared by mait wl e ciuntiied 13 ho ieve of whter scarcty in the warld

st wastage during transmiasion hus hean |dentified #1 5 mapor culprits this b ane of the matrmatlons for thit
research, to deoploy computing sechpbques m oreali 3 HitFriEr te wastige tn neder to mat inly provids more
financial gains and help the envirnamient as wiell o the. watisr cycie whith in turn ensures that We save wiler
far aur Ritsire. The 10T bastd Water Level Mopizoring system I8 a0 frnovalive systism which will inform the
usiers about the fevet of liguid and will prevest it from nverflowing.

1. INTRODUCTION

Water Is a universal solvent which plays an important role In everyday life. The total amount of watar avuiinble

an earth has been estimated 3t 14 billion cubie ldlomaters, enotgh to cover the planst with a tayur of about
Jkrn. Abaut 95% of the Earth's woter is unfit for haman congimption, About 4% is locked in the polar ice caps,
and the rest 1% consttutes all fresh water found in rivers, streams and lakes which iz suitable (or our
consumption. A study estimated that a person in India consumes an average of 135 lters per day. This
consumption would rise by 40% by the year 2025, This signifies the need 1o praserve our freshwater resources.
Miny houses make use of supplementary water tanks to store water that is collectd from rain waler or watsr
pumped from wells or underground. At present, water meters are used to calculate the amount of water used at
homes. This doasn't provide =n efficient method of monitoring the water usage. The water |s wanted at each
and every autiet knowingly or unknowingly which adis up to kuge amoants In the end. Effident management
of the water used at-homes is very much nicessary a5 about 5% of water supplied o the cities gets wasted
through improper usage. Water management s anly possible, If the user s aware of the quantity of water he
uses and the quantity avallable to him, Water is essential In every hour of our Hyves. Hardly anyene keeps in
track of the level of water in the overhead tanks, Consoguently, iutamatic control invelves designing a control
system to function with mintmal or no human interfercnce. The idea can be implicitly used o ascertin and
cantrol the lavel of water in overhead tanks and prevent the wastage. o this Arduine based automatic water
|evel indicator and controller project, the water level is being measurad by using ultrasonic sensors.

Il. OBJECTIVES

1. T learn the working of a water Indieator,
2, Measure the water level when the clreults iniicate when the tank iz halfand full

2. To learn how to build simple clreults,
4. 'To check the leve] of water in the tanle, Depending on the water level, the motor switches ON when the water
level goes below a pre&etcrmlmsd level or the motar switches OFF when the mnk is full

5, To display the water level and other impartant data on n 7-Segment Display.

G imtzrnationat Research journal of Modernization in Engincering Technology and Scien
[3914]
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Water Requirement Forecasting System
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Abstract; Woler in swenual for the servival of i on Esnd, Both satumil e manmaede Genn contrilnse fo’ waier
Hmit_'r- Tliz w0 fredwnter tn Eartdi las ld.ll.}".‘xl ol siver Yimas Tl she Taimain {mpm_1||,l,||:||1 liiei ﬂ;rlmhl, M
remalt, dhe seonch flar freshiver hevomes mae infenie eveey duy. For frpeosod and more effective waler naige planning.
proper munggemend and forecadting mre. essenial The mam parmmeiers for oo Urbon: Woter Munmgooent ore swater
demaid anid popuilation forocasting. Mochine loamming is one of e mout well-Enown ferecesting appraoches, Machine
leswrming s 0 datn anabytics teshnalogy thot allows mochines io e withoul hirving 1o e hilly progmmmeal. Macline
lgpnrmimg, dnbike previews dane Torecusting spprooches thine Wore ot Wleal for Wiaaricnl unyiructnsd end scisi-
simvrbirred) dlata, taked inio considersiiion o s e cpaleifiy of asdcsing sich daii

Kevwords: water domand, Torocasting, mochine leoming,

L o T RO T

Water i bath o yital sourcss of e amd a valushle natim] resmree, Wder covers peaily T0% oF the earth's srfiee, muil i
i ansumed that it will alwiys be there for oe bawever, water shormpes we sinedy affiecting: multiple nrmos across
coniipes, Accordimg w & recem UNESCD sudy, iy 2025, L8 billion people lving b malliple oreas will foce acovere
wiler shortuges., mid approximmtely 33% of the workd's popuiation will be under water stress conditions.

Diesalination has becuae a nijor option fivr waser delivery i recent decades, apemng the door to mekling uneem eational
witlier Tiesoroes Wit preal pramise for providiog setsmalde waler supply. Dresubiateon provided ofly arooml 15 ol 1h
wordd's drinking worer, but 1l m fncreesing year ofter yean

Wuwail oz @ total ares of 17,610 kmz, 2 population of 4,67 million (2006, 98 percent of e Kawaii Mesmpetian A,

%10 km2 or 4.5 percent of the tatal arce, Kiwalt b one of the few coairias in the world without rivers or natural lakes,

and Karwair was endirely relkint oo distiflation plas for s fresteater spplics. Kowait hus been successfully uslng it
atnge Mash diwillation units for over 30 years. Farwail hes the greatest global waier use per capila, with 590 gallohs per

person gt day,

Diesalinating seuwater i mure eapensive
lot of energy; on e other hnnd, water focyc
wiiter demmand fohecasting lowering copiure, irenl
wis able 10 reduce enerizy eapenses by 5.3 percend w

demand projections.

rrabili oY i velopmend is 1o 8
Iﬁ:?r:l::::;ﬁnl:rl:: Lt mﬁlﬁfﬁu ;E::hua.im s becime 1 vita] alternative for waier supply, It apens the

door to tockle nconventional wiler resnurces that has great poteatlality 1o provide sustgmsble waer supply. Ehewalinaiion
' rhid's drinkin witer, bus this nmauni s rising yoar-0-year.

offors just about 1% of the wor
[ i, towghly 98 pereent of Kuwait
has a (oinl meed of 17,518 km2, Kuwsit hns a popriation af 4,063 millin
Mﬁm ﬂ:ﬂ k2 ar 4.5 percent of the 1okl neea, !':mufm ulrr:;l' wuwgﬂ;mﬁmﬁg
Lo sirely dependent on distillation plunts for its frestrates S ! !
mmle!r.r::mL::::uTmﬂ hnt-i been used successfully in Kuwait, The highest global water consumpiion per capls
wis recorded im Kuwail i 500 lilers per peeson pes duy.

I LITERATURE REVIEW

g vlher mnbirod rescnecen such as groundwaler or rivers hecisse 1l n.-quirgn
ling mmal conservation cesty $1.09 to 5249 per s gallons T, withs
ment, sturage, and distribution costs, The Water Dismbution Netwark
hile mediing enerpy camsumption by 3.1 percent thuks to water

lorge cxicit depermbing oa rutimaditiag the utilizsben of

i EF) nnd tim-
iniz syslem that combines Gene Expression Programming ia
Shahani et al. i wggnlmdi: two-stage :;mnmdggnﬂluud. The technique was pit fo the test i Milan, Ttaly, using rﬂll]-:.mrlll
sories clusicrme 10 KUSE o aing ead intervals al 3, 6, 12, and 24 hours 10 reantge hourly

water demand dati Multi-seale miodelling wis

This work b lieensed ander & Crentive Commnns Afiribution 4.0 Imtermatiingl Licoawe 51
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Water Requirement Forecasting System

Peol. NV, Gawadl, Ouibir Botee, arshal (ihavate, Ponju Hake, Gunesh Wakeluure
Asatstant Professer, Do, of Compuler Englneeriig, POEA College of Engmesring, Munjari BY Mane,
Ml aburanliira, udia
Stwdent, Depr. of Conyser Englnorring, MIEA" College of Hngincering. Manjar Ik, Puna, Mabaraaliira, lodia
Silenit, Dept of Cempuer Typamesong, FOEA' Callepe of Tughseering, Manjari BK, Pune, Mahurashira, Todis
Sindent, Dept, of Compater Tngineering, PIHEA" College of Tpgineering, Manjari Bk, Pana, Maharashir, India
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. i : manmade f ibiie to waler

WBSTHACT: Waler bs exaetilal Tor the suvival of life on Barth, Bolh natiea and RIS CONE

searcite, The smemnt of frealiwter on Bl lus sayed constand over time. bt the human population has exploded. As
o vesull, the search for freswater beeomes mne inicnse every duy. For improved anal more effective Waler usagpe
plusming propes mundgemee amd forecasting ate esscmisl. The muin parameters for an Urhan Water Mmt are
wster eimand and poystlation foreeing. Machise leamning is sue af the Mot well-knowm forecasting approwchcs.
Machine lemming i 3 data sl ytics technology that allows machines Lo learn withous having o be fully prograsmsd.
Machine Sesming, unlike previous demand Torecasilng approuches (il weee not Wenl for historical unsradtured il
seritbesbrucsaiedd data, wkes Tuto considérntion orhad e evpability of nesexsing such datn,

KEYWORDS: water dewsaid, fonccasting, machine leaming

L INTRODUCTION

Water 15 both & vilal sewce of fife and o valosble natural resvutes, Water covers nearly 70% of the canh's surface,
arid it % asammed Gt it will always be there for us; however, water shortages are already affecting muliple areas
acroks continents, Accordii 1o 4 recent UNESCO study, by 2025, 1.5 biilion people tiving in multipie areas will fuce
severe waler shortages, mod upprogivmtely 33% of e world's population will be under water sirens conditions,

Diesilinuion liet become o major optivn for water delivery in rocent decades; opening the door tulucﬂing
unconveriional walcr resources with greal promise for providing sustainable water supply, Desalinution provides only
aronmd 14 of she world's drinking witer, but 3t s increasing yeur afler year, '

Buveail hias a total area of 17508 K2, 4 population of 4,62 million (2018), 98 percent of the Kuwait Metropolitan
Ades, B0 km2 o 4.5 pereent of the tod area, Kuwail s one of the few connries in the world without ivess of natiral

lailees, aned Kuwait wias entively rellam on distillation plants for it reshwater supplies, Kuwalt bas been successfully

using nalti-atage M distilladon uaits for over 30 years, Kuwoit has the gresest global woter use per capita, with 500
gullons per person per diy.

Desalinuting ssawater & more expensive (on other natural resources guch ax groundwaicr or nvers because il
rejaires o boof energy on e ollier hand, wales recyeling sl conservation costs $1,09 1 $2.49 per thousund gallons
|41, with water desand forvessting lowering eaplirs, tremtment, storage, s distribotion cosis. The Water Distribution

Metwark was able 1o rediscs ciirgy expenses by 5.2 percent while redusing energy consuniption by 3.1 perceut (hanks
lo wiler denand profeciivn.

The sustainability of econuiy & soclely development is 1o a large extont depending on rationalizing the wiilization
of wuler resourees, for the lust couple of decades desalination hus become o vital allermstive for wuter supply, It vpens

the door 1 tuckle wrconventions] woeer resources that has great potenthulity to provide sustainable water supply.
Diesalinimion oifers just ubout |5 of the world's drinking water, but this amount iy riglng year-oo-year.

State of Fusall bas o vt red of ITHI8 kin2, Kuwait bas o population of 4,62 million, roughly 98 peroent of
Bawiit Metropolivan Areu, B10 Kl or 4.3 percent of the 1okl sres, Kuwail is one of few countries in (the world

without rivers o natueal lakes, Kuwail wan entirely dependent on distillaiion plants for its feeshwater supplics. For
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sbsfritet:

While the number of universities, tertinry education students ond number of graduates per year constuntly

imcrease, the need 1o eosily verify degree certificates: generntes new business opportunities. In this paper

we project two financial models balancing where the price for the service is balanced between the

gradunte und the employer as the main stakeholders of that service. Students demand a proof-of-

certification ot low cost and easy 1o check, employers also demand quick and trustable verification of
degrees when recruiting. According to the researches' done (il dote millions of students graduale every
vear. The problem of fake certificates: is a big issue. Getting fake educntional certificates in India is not
that difficult. Companics hirmg thousands of fresher spend large amount of money to get the educational
certificates and transeripts verified of appliconts. A Digital Certificate using blockehain echnology can
anddress this problem. Blockehain is a decentralized distributed digital ledger collectively maintained by a
network of computers, called nodes. The data in the blockehain cannot be modified by a person without
the consent of everyone else who maintains the records. This mokes the data secure,

Keywards: Blockohain, Document Verification, Digital Certificate, distributed, Freprocessing, elc,
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Abstract:

According to studies conducted so far, millions of students graduate each yesr, Fake
certificates are a significant problem. Fake educational certificates are not difficult to obtain in
India. Companies that hire thousands of freshmen pay a lot of money to get candidates
educational certificates and transcripts confirmed. This probiem can be salved with a Digital
Certificate based on blockchain technology. Blockchain is a distributed, decentralised digital
ledger that is maintained by a network of computers knowr as nodes. A person cannot change
the data on the blockchain without the permission of everyone else who maintains the recards.

This ensures the data's safety,

Keywords: Blockchain, QR code , Student, Public key , Digital Certificates.
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Abstract;

Dats imtegrity maintenonge i5 that the major objective in clood storage. I includes audition using TTP for

unauthorized aceess. This work implements prosecting the information and regeneration of information if semeone

mikshinndles it This job are poing to be assigned to 1 Proxy server, the info of the users are going to be stored publicly

i persoml sres of the cloud. so only public clowd dato are going 1o be accessed by user and personal cloud will

remain more sécured. Once any unmuthorized modification is formed, the first data within the privite eloud are going
1o be retneved by the Prowy server end cun be returned to the wser. Cloud storsge generally provides different
redundancy configuration 1o users so a5 o take care of the specified balance between performance snd fuult tolermee

Data availability s critical in distributed storage systems, moatly when node failures are prevalent in real world. This
research work explores about secure daia storage and sharing using propesed AES 124 encryption algorithm and Role
Base Actess Control (RBAC) for secure dain nocess scheme for user. This wark alas dispensed backnp server
nppmlnth i works like proxy sterage server for sponiancons data recovery for all distbuted data servers. The
experiment analysts has proposed publicly similarty a5 private cloud envitonment.

Keywords: RBAC, El Gamal encryption scheme, Secure user access policy, Proxy Key Generstion

Role Base Access Control (RBAC), Advanced encryption standard (AES), TPA (Third P -
TMACS:! Threshold Multi-Authority Access Control System ), TPA (Third Party Audirar),
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FARMERS AGRICULTURAL PORTAL

Abshaya Mahadik', Jay Katee?, Hritik Rasal®, Hurshal Awate’, Prof. AA. Ramanikar™
L Phesriment of crmpater emginvering, Pl distelid edcsition avveniiesion eollage of engturering

Firme, Mirharavkin, el

s hatryact; For amany vewrs, firmers i fndy have bad o diltle frevdem o
"""""'Hl’-‘ﬂﬂr_l'“ﬁﬂ ehaase muprbely il birverd for their predcts, AN gtades in e conrdiy
wmm equive that ail farm profacts be ool and oaebated f.":muf;ﬁ :.'rn_lr
PORTAL KEREATTIR §F fririndiction Farmens can ineredse amrgme B el it proahiesdy b

et sitrekety withoudt the preadveosn) of mbddiemen. Agricultirs!

. Mearbeiing in fidio ey evidved from cotering i docol demand Hiragh
smarkart vatrade seithin the ravge of farm ttoner o heviag filireparectivily

nwmg:mm' .“.#"J'Em et markety b speead the vl awong farmers and cotammers. A

m # bewevund Lpder v Coutve Comrams mimber of chamges i the fickd af agricultiee marketiog of the conrnte,

Pl roniuilimi it (0T WY 410 pueh iy eleetromic markisd, anfine worrhowing, foony, coalrac farming
et bl and athoes, ave creating apportiities for sew formar: of markes whick

are more sfficient of meetins sebed demond ond sepply, fnfredneiieg,
fechnology, and capacite-lnaldieg will be nevded o implement fiese
ehenimgren, This sytem wlve inclnder v imferaetive chetlol, T plagfirs
provides pereryd gueriey fise wivek, spcll wx auy queestions segording
prroducty or racking packages, The welmite fclides a dive wraiher
Dragdiont seeiee fow T visiiors foosee e letort weeather condiffous

Key Word: : Middieman, Agrivulture Marketing, Flectreude Markel, Chat
Aot Weanter Broadcan

I, INTROIUCTION

Poctal fiw Farmers o sell producs ut betor mics the aim of this svatcm s o help formens updste firm preadoct pelated
informatson in the website, Farmer product mmnagement welislte application thaf lielps frmeres fo- gef ihe best price for farming

. progduc. Farmers csin alsn impeove their profit marging: Formers ean scf] theie prodocis diecotly 1o cufomers or defiver their
products b i sefler, Panmets can view the proliled of thelr woskers and disest g os necdal, Fapmees can finad iolbpmsdiog

nbomt agricultare on the Fanmers Portal of the Department of Apooultnre & Co-oporation, & websile that providen infarmation on
agricislfirel somge, crop, eiomion sctvitiss, setling the product, snd imeractian with the you tan abio reach o ms By froma
whileialer for o betler price, Lei's biild o 'THATOOT Coammuication wilh e cualomes. Additiomally, we are sdding a wenther
lsroadeast repan i this porml far faemner wee Tirest contact between ithe [rmer and the cestomer will resule in e price of the
peoducts being affordshie for the custonier. Hotb the Grmer omd the custmer will benefiL =i e comtomer will auvie smme money

arel fhe lanmer will gxin sl grode

Il IMPORTANCE

A With the profeet, larmer will be offered a bener ne from & while selles or fram any user, Morcover, the most sigeificant sapert
ol the project is that e fermee can scll his own prodisct witho the need of o maddieman, The farmer ean alio defiver the product
hizrtedf fist mare peodit than by using an sgem o deliver the produes.

A "Chat Hat” i alst infegrated within the applicanion far conmmamications porposes berwenn the user and the entire safes fem
B.Comsuymer: ln our sysiem, we call ‘Comsumer” 1o thos people who take production of lurmers as ibeir ingut for their businass
or persotial use, like hotels. In this system, there is login for these poople. which is campulsary. After lagm, they will find list of
available itemu they can bay from farmery fike milk, green vegembles, Mowers and muny mare things. They can give orders from

4|Fage
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FARMERS AGRICULTURAL PORTAL (

Praf. A. A, Bumanikar' Harshal Awale® Jay Katre'  Hritik Hanal' Akshays Mahadik®
[eprarimerit of Compiier Scenie anil Frgmeerimm,
PLIEAs Cillégge o Englnesring Munjie Fume 41
[l ek E g muli vom

Abstracy — Agebcultire I8 the workl's leaiding souree ol Tood
Iema, Al ise ool sabstances bl sre evsentisl vibe Apriculiare
produees vegeinhies, protco, and ails, The mrliolydrates provide
all Fivine beings witl eneray, Farmers haye greal imparinneg i nir
stchely. Thiy nre (e snes whis provide o foad, Preanee of Too
Many IntermeiblatesMididlemen rosubis in the esphaliatine o Bis Iy
farmsers and conmmmers whih he middlenen affering lawer prices
o farmrrs aml charging bigher prices from te eonsumen. The
piertnl in envisaged to nuibke svailable rebevont infurmuthon sl
services to the Tarming commundty amd privaie scctor theoagh the
tine af Informatbon wsd eonnniinlcadon echumbngies, fs ﬂr[lplrnmﬂﬂ
the exinting delivery chummels praviiad far oy (e depurtment. The
farmers exm gain more profit asime teis portal and by connecting
wireethy with the costament. Avilding interferoce of o tbddlamnn.
¢ bnformatian abtalned pon help Tarmers |dentify efficlencles thai
d to higher produecivity and proftability, lewer fnput cosis, aod
optimbecd Tertiltzer wee The more o fermier knows aleoot his or bere
tarmy, the beter thelr opporionities to strengthen, supply chakn
relstinnships, This parial will hetp farmers (o ol @ clesr Wi nhaul
custyamer requirgments anid it will nleo provide information ahowt
how i grow regquired érogy and what bt will oot The mas-prior
algorithm wsed helpn In aflocatimg (e bighest replrenicnt
cusinmer fo ihe formers o gnin betber profic. I olsn helpe ihe
farmiers in sebling ihelr produce goicker, T, Ty (s pariaf e
Birmiiers dalin mare profil ewce inereasing the ERinlry s covnmmy.

Keverradi— Agriciliiee: Middlean; Producis; Chaillok) Weather
Ry
INTRODUCTION

Agriculiure contribules significanily (o o coastiy’s GEXP thi & e
Graws Demestic Production of o goumry, By the paasing of time.
there mre 8 mamber of revplations that tike plce in order io s
ggrecultiare Owmighout e world or 0 country, IT we falk about
settliiare, Indi has witnessed & manber af revolutions, that b, the
iﬁ revoluton, yelliw revalition, bie revolition, agrivifiore.
Agricyitire wlects the bmdiversity of o country depending upon
gayicn|tural activities, Partal for (armers to sell praducts at beiter
foed The aim of thix sysiem o to help frmers update form prodae
pelalid information in e website, Famier prodest menagement
websie spplication (haf helps farmers (o get the besd pose for
farming products. Fames con alse improve theic profic morglsg
Frirrners con sell thelr products divectby 10 endtormers of deliver thily
prodimis i ihe seller. Formers can view the profiles of thesr workem
sl diseet thens us nesded. Farmers can Gnd - informntion shops
agricutture ot the Farmers Portal of the Depuntment of Agriculture
& Co-operntion, The crops thal ore grown should be divecthy sold to
fhe cistomers withobl gy mddleman sp ol jhef profic cn diresily
gon by the armer Tmse T plen cnsomere 2ot ave fresh prodscis
lireet by Thom the S Sivce the Simaee will be dealiog with the
vostomiey deretlys prices of the produeis offered by the firmer o
the customer will nlsa be affordable to the custumer. This sipports
bath farmers nnd the cpsdomer where the consumer ean reduce thelir
expenses and The producer cen gain more profi,

The maln ohjective of this projeet is 1o ensyre b direci
ligie ol Eammunication berwesn the Liser and the Grmer. A farmer
can also sell his product directly 1o the customer s b will gel
the profit. Also, weather mformation iil'lﬂilnﬂr:m!ht nrmer o
he knows in what westher to grow the punicular emp. As ilie

furniers are bese pware of (e CaTenl  requErgInEiie i
Lechimlugles, thin portal wmihl be very Bl .rns_l_rllL‘l.‘_Hvr i
fetabw thee mdiemation shout crap in wisle Indla. Since fisraiern
Bon™t Enow about citrrent inomds wisl technahjpies, iy nle fine
liclyp fromn dnrdslieerian o middiemus 1akes udviniige ol i il
frrmmers okl 't el ol (e it T Avikl e Al liin,
propet awsteness sl wee of curen gechinplogacs ik b e
b the farmers Af the technobyges develop viry rapidly, iliki
irwnrenesk cun herve o tajur impact oo fiee gencritiens amd if
will contiibute o targe amoum of growib e the mution's cosneiry,
The papur cundists ol tho Tolkowing subidivinim. Sectian I
represcnls the resdarch pge gontainlig varions mdeln of -
trafimg symiema thar bonefit the prooduces amlt ihe COREITS
Section 11 discussts the proposad web applicaton ol Willy i
alparitim designed 1o maximtne prodi G the e, Sedlod Y
wlwrws the sereensloin of the web applcatimn aloig with the price
anel prnflt eomparison of tadidional method aid the sy farm
ugtplication, Frmally, (e concliasdon aml fistie eshancement wre
meniioned in the lesi gedtion

1. RELATED WORK

I onder L sedlve thie antile conflicty of sopes o e
Marimerin, a web portal for trading: lan been designed by (Ragin
Ramman 13 which (& lssd on providiog deuils of deeds al
fertilezors of prodoce o fGir prices st woukd bridge up all the
unfile means of emp produce, procurement onld sles 1]
(Wenbaeswarnen) Ins desigproed an B-apphication. Sysiem which
allisws (rmees (o s thedr own price o their products ami allines
bnayers for e-auction, Farmers can set the inmial bid amauad ancd
o the qudity 3], Thoe to develiprsent of this systent, direct profi
il 8 proyided m the former d.i:n:tl:,' wiul advomeement fo this
sydtein will Lring mare conupunication shoul fegquiremenis

between [armers and castomers wilhont 0 middleman,
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Spoilage detection and shelf life prediction of food
using Internet of Things and Machine Learning

Madhiorr Borawake, Aradlibng Shaema, Ulal Shalliy, Sefal Barkade, Rutuja Paturkar
Dreprietmmeut o f Cainpuber B e
Mune Distret Eddcatich Aol im o Cullege' ol Engimsering, o 8ol [ndin

. Abstrp

Food spoifage B ow eriteial problem everpoere B focing i eh-worlds Every oo ool 8 prillier crser of fond-borne
et arm Feparied aivoss the worin, Thiy i ifiie to 4hve cerrimanmpifon G sl fovad Spatlead ool pimine Several vofaiilo
aegnic compaands wlilcl are favegfal g bl SN G vecessary i devielage @ siabeen v deieed foaid spodiaee before
everr fhee sigros atf spurvlagr are vivible e system ik, o detecring spolied_fodd weing opproprinte seavory and by sranitoring
grises pefepsed from food Differeid gonibey are ised i defect fiffeeent prrimetery of food sck g pIT, niodire, aop e level,
i gas, mcthome, ond oifolene The mlcrocontnaloe fukes feedlieys fram senan Theese readlingd are aaed m Inpat to
Hee! rovireivdme Fewrnivegy ot wiiicly Wil dererimbone: wilorfioe fug 0 jphled o atnit BF o oot spodfed, dher tie ME prodel will
rise prealey the Gfoxpo :glfﬁm.m.h el Kty comisnenery fo comninmie Freah food il i - ilnesaey, Pt I'-fl‘l.’l
beelp af this gavdges, T pristkes tyar oocur during the tnspeciion cenlia e avoldod s fir this sesem, dhee work of
Tenarniren hiax Bewar falkie .ﬁ-_r,ffma-:aﬁ)y.@. e o wiich i v nn :'Aﬂrdr_'li"i_:-__i_ﬁf'i'rrir.lhur-l giirs Thiot™s wly i alineicy fr
frcreazed The deviee ger e pebhrade pexisin whife felovting foed sproifee, Wi ded pueer comormplnn eon be etdneed
dlive e e il afficiomey of e Systoen wich will be profitable for lnrge i

Frdex Termy = Arduing Ui, Ttdrnet ||l1:ﬁﬁm. {iluchine Lru_rlll_ﬁ#ﬁi'pﬁﬁﬁ. Spuilpee detec!|an,

L. INTRODUCTION ; s

In today's wosld. food spoilage is cructal problem In fodd mdusry as conbinising spolled food s hamful Tor

hinan's health, About 351,000 people die of food poioning globally every vem, The freshmesy of food can be

. detected manunlly but manual detoction in o large scaléindustry s almost impossible b also niay led to homan erros

ind envirommenial deferts. So itis nocessary to develop o device that can deteet the freshness of food amd also the

lifespun. Proposed system will derect the spoiled food niing biosmsors{7] which 15 usid o manitors the gmses

relensed by porticular food Hems and ML technologies such as KNN[6] algoithn. Biosome ploys a1 vitnl role (o
detect the food spoiliee. Bused an the-combmation of the sensens putpuis of 1he loed items sl e detecied

II. LITERATURE SURVEY

Food spoifape can be detected manually by checkmg color, tasting it o by smellng it B ||f|:11-n:.'ll .:lmrj.'_ing! f=
time consuming. less effictent and expensive dug (o umm emars, epvieemmenitnl difiets s cheeking color of tking
=miell sométines whves wrong resulis. Various food quaity monitovimg syt and od spoilage deeetion systams.
e mads uging vanous echnologes. 3 e

To analyze the imapes of Tood em, imoge |:mn:-zssingll3] techivigue o il The u;u\ln_r. tewtune: nindk shape @re
snalyzed using comipuiEr visioo algarithms in order to clissify the I:_n:-d sl i e wnlor, slew, matarity. d!:lmj_; <l
Fuzzy Logic is wsed tor hiwdle the fuzzy infarmation um.l_rlu!:-buml inference ST dectshin suppart in real life
applicaticns. To estimato the expiration ol food pommodities, My sel theony moosed [3) . T

aFresh[7] 15 o device developed with biasensars 5113 mieisHres pl-!- prgakslLe, .u-!d ulh;_m_ul lewel ol foud tem :
user can inpul the food 1o bhe checked froin Androdd mobile application, the sehection of Toud jtem from application
gived command 1o Arduino Lno with communicating through Bluetaoil |11m_1nlu: il |1'-'-|:||I|.'||ll._llllli|.'l {1t T rendbnge
from sensar and decisicn 15 rnade based an predelingd Jllgm'llt!nn_mtd oufput i« isplayed o LCTE . -

A umnigLe methind i introduced for detecting (ood deteriomtion by combumge pretune clissiicnim it miathine

loarning techniques and artificial intelligence {1]. They have used Al, deep €A stk copter visiin. ind ML
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L INTRODUCTION
It wowlay’s wnochd, Tood spoilige i o0 crucal, problem o comuming spoilel focd i Taemfil for cojsumers In fmds, Food
carnmendities e wasied dfue 5 gpibifape Virinies Getioes cnidie faed spoilnge, makiing el iniilable for consuinption, Faowrs ke
truridisy, Tmointey. terperriuns fight mienty, o eaes foed decay. Conaurming spoiled food can cyuse (ilness commmonly kiviwis
ws foes] puatsening il leace detuetion of ey of food of foold qudlly I seeled, Alps, preseovitives isid (o lncreeds [ fespim of
fiaod cnusss peopie illpess md cedacos food quality, The freshness of foaid e be detected maminlly by ool ling b1, weting b o by
olwerving cofor dhvmges or sute af fstts, vegetahles of fhod Hem, B monta! deleciion i tie comiusing, also i may have lumbn
errars of envicommental defecti Thereford, 6 s important bo- crente. device whith o deimrmme food. gpoiisge withoi hasian
fterlerence. This prioject sims s deerting spofled fbod vaing sppropriste senvoes and manitoring geses relesied by the ol tem.
The parameners like joH, humidity, exygen gae re fosted, as incésse ar desrease in thess ammmelers my reduce e guatity of feod.
Biosensors play 1 vital rode 1o detery the huctetial conumination i food sunple. Hased on the cemblnntion of the senkor dutputs
qualizy of the food should be deteched. Cur sviten propases o device which cootmng gas senzoes, pH sensars, malure. semsoe firt
( renl time mamitoring, These valoes are communicated to laptop and mi mnds] using espB3a6 wifi module The values exfracted are
hen fied o5 an fput or test dety 10 ml maded and reced nglns mined model, The maching lsming medel 1edls e user, what b the

current state of food, ool weat or ready for bin, Alan, we plim so implement 8 machipe lesning meodel which e calouluiz the

fifespan of thai food iten.
1. LITERATURE REVIEW

Food spoilage can be deteetsd manially by clecking colee, tmoing i or by smelling . Sua misnl checking o Hene eondiming. bess
sfficient mnd expensive due lo human e, envirenmental defects 1w chocking colee or taking smeil sometimes gives wrong
resulta, Various food quality monitoring systems nnd food spoilage detection sysems are mais uing vt fechnologivs.

limage procedsing techmigue is udm] o anabee the rmages of Tood It usng compuier vision algirithms: Tl'l.li‘.' zalar, fexture amil
shape are mmalyzed in erder 1o sart the food, speciically vegembies und fruits, based mn l.hetnlﬂ' alze, mamarity, dolects et Fuzzy
Lo 16 wsesd fo Prasielle the fizzy it A pide-baieel inference 1o consruet decixion aupport in real life spplicition: Ta
esrimmale e expiration of food commuditics, fiurry s theory s used 1] .
Macting fearning whes the snmple dunsers (known s Teining dafesets) 10 1rain the inodel by prdder i ke dectisdos, m.uﬂ.u clise, ta
determine whither the foed is apaill or-nel s [3], machine lesrning almoriirm FOA shd KNH i )] uml 1o determine fhe food
spoitnge: Tie inlirmation fom M) gai segces i fad 10 PCA o reduce the dala aral KN |5 wsedl for clussification of focd,

nrtificinl neursl netwirks. which sre deslgnes (o imitate how himmns think snd leam and inake mackise

learming works with , = i
I."I[:l?\t il hbumay bendn T {3, e fruit rype and qusfiy is determined wsing convolutional e netwarks.
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Abstract ;

-Ji The main peal of (ks project b tp 0dd mobifity and awomation io the process of mueaging ssideil
informuiion @ fe labortory, Tn realoworld sconnnos, for cxumple, on & wiversity campus, Infarmation is
diuiribied to studenis i iha fomm of potficotions, handwriien ol and woesd-of-moufh messages, Todmy,
it # impartmt o oimienle fester wad enaler botwesn studenty osing pew formats auch oa ombile phane
rechraibagy, us well ue predictahle fooms ol expression, The central ides of this projest s the bnplementation
ol 6 web-based compun spplication for further development of educadional jnsifufions and olucsual
syaberns. This application Iy wied by siedenin, wacher snd poresls, D fravdous systens, all informstion fod
i b disploved wn o leed EBle or weliiee, At the sane lime, searching For jeformation 8 dHThouln 1o scces
piad Lakoes a liang-tivme (o ssamh existiog webnies Therefone, (0-solve this probleny, you ean w2 o 'Web based
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'3 — This paper shows how wn E-Jearming managgment sysiom aray b warel o

rechnigue seeks fo create 20 E-learning web application with o better and safur v
an well an go nternctive feaching-brarning phatfirn. E-lesrning systems can lead 1o a mutiizemenl system thal 5 error-

free, scxure, dependable, wnd guicks I can bt Bbe wir fiecii on lnurming. ratlker than roenni-kesping ond other
wif vt rative taeks, T will sl thy arganbsntion n muldag beiler g ol it ressarces,
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ieproyve am existing manual methed. The
ver experience for sincdents and teacher,

L INTRODUCTION

Innovation kes changed mick @ greot amownt gver he must reeenl couple of years that everybody aught 16 be excepriniml
Training, medicaiivn, persop-to-pemon commumication, smd o sorimenl of Jifferont Gelde hove all been: nifuenced by
trvation. Everybosdy tries fo be quicker anil mare shrewd o he renkm of mnovation. We ate endenvuring 1o fix the fssue of
ihe school system in thia paper with the ool that i furms 0ut o be more compeling o Gsiinativg. 7 B-larnmg Momgemenl
System works on the cffectivencss of the instructing educstional cxperignce. It is more woll knawn and brondly msed theie
elasel; B-Brarming B g sape finr discevering ot comolidabes dats with electrnic sbelis and correspobdence advatcss, DHTerene
eapressions for E-lesming incomorasis I'C bassd preparing, anline training, aod imovation mgtoved leaming, among others:
Oiar e-learning sugge mearporotes Tighiighes e romforving and sibvencmng didenis’ ssocinlops will ieachers, meeging all
uesfiiines mtnonee sae fir a supernr clent experee, anil making B2k oolking srabglefsrseml We slditimall v give
elsments ke clicot execution, conyorsation discustions, courses, md ol sharing, pmong othens,

3 Wi might iglise these chemeens o work oul <lient cxecotion, shase cencontraie on malernly, transfer sk, talkwib differcnt

' students and teschers, <gn up for ctrrses, imed pan new allmnced abilities. Lesming b more pewerfil nosl perecsbile when sou

piilize an H-armmp stage.

1. LEerstwm Sareey
Indernet lermming fas becomo snone well kaown amainy sindents sofl iaie. E-Searnimg hos tumod wmlo s well ko imsoe in the

fiedd of Artificial Lotelligenee and is perfugis the mos Genous listructive tom of events, E-learning is ate of the maln impagts
of the web ypheaval. In spite of tha fci thet it cont deal with nfl clements of the orpunization, fo rexnpie; @ [ow couses ghil
moquire down éo enrh abifities and monsgement, @ increments stwlents comnection with uddnessey, which prompis the
sccamplisfoment of the gaimng ohective dince sisdents con get to dam from myplace snd whenever,
Florentimn Magsda Bpescu, Gheorghe Urban, and Manoma Jurinn itroioced the éxomimation al the Roqwmin 2009 on
Electronzs, Computvrd, and Antificldl Ratelligenee{ ECAL) Imernstions| Conference elevenil Bdition 2019, The PHP
progrireming lnguage Wi picked after o few mvestigsiions of the most modem web programming dinloots for EnETyTmR i
the applicstion forthe E-Lesrning module, umd the structure mode depends on the propammme Engeape, FHIY, Lamvel which
s thae latesd md’d'.wl:l:hr;nd. The MySQL dutn aet was dockled to sore the daen,
Vaighmvi Agarwl, Nandita Pandey, KM Angali, Assodban K, Thmodliran [ Neida202 | distsibited o om Uhe speinli
parts of leeming ﬁ-umufd'h (PCACITE). Foslerug on fnsirovtive gile e OF since we-cin di ::1|:||1|F;||;I'-j|:ir i i gﬂéﬁi
prospenty. Assuming t gives exact and oppostune data, nn instraclive sitz con pssist with Inying out bramd validity.
Prof. Smita Deshomikh, Mr Decpak Mane, and Mr Abhijeet Retawade distribistel their examinnison on specilized purts of
single aitc [Il_:r:'lnpgll!ll.'ﬂlu.:rl:! in the Provesdmgs of the Thind International Coslererees on Computing Methodologiey anid
Communication i Mambat fm 2000, (T0TME 2000, A solitary page sppiication or sie doeant coitttmially reload poges from
the scrver and on second thought associates with the slicre by powerfially changing the ongom page. Whike visiting resohipg
payes, the client expenicace 1t distirhed abng these lines, cansing the program o work like 2 work ures, In single-page

_ﬂ___f__EI:uﬁmm the purct cods & put awiy wih o solitary page busede, or specific amets are stucked dnd added to th
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S. V. Phulari’, Abhishek Lavale’, Abbishek Raut’, Kishoe Maykodi', Prajwal Gadelar'
FAL & peor Comiter, PREAS College OF Enginvering Mavjard (BE), Puine, Indig

Absrraee: This paper ilnyiretes how we ot miprave Hhe evintig masrod spxtea with thie help af Edearning sumagément spriem.
The method mims o baifd an E-dearning wel appiicafive haviag bether awd safer ier éxparieircd itid piwides anfrferaciia
feehing-toarning platfoce for stwdenty wol teachers, E-learning Mamagemenr System i way of soliing tha adercationl
_;wm'm iy ohe modeen fechralagice It gives an ermee free, secure, reliohie amrd firae avanagement syste Jf carr maiist e
tiver i camecntiate o feaening ratler fo cicentrane on the recond beeping wed e sedfl I will hoip aegnnication dr hetter

sitilvzativn af resanrees
Keywardss Web application, Dutabase, backond, frosend, platform, E-dearning, Fromevorks

I, INTRODUCTTON
I st few yenrs” technolegy gt changed in wny that sveryane should Te ip to date. Tecdwiology alfecied every sectar sy as
eduetion. meilication, social networkitg snd let more In the worbf of rechnology everyone wants ba be o fuater and smurter, In this
j puger we are trying b salve the probbem of cdacational system s it ges effective sz entertnining,

The E-lenrning Munngement System mnkes teaching-lesming process elfective. 1t dn masily belng used nowadays and i ghing
papulirity, E-lewming provides a leaming phatform by usmg. informution with cdectronic medium and technolegles (o
commitlenting. We cin use E-lesming use s other altermative temin such s pomputer-based tmining, nline education or
technaleey-entnniced lesring and ofiers E-lezming platforn mode by us provides o festures like improving and fciliinting the
studemes” relationahip with e teaching staff, placed all the fusetionalicy in one platform so that wser gois the better experiencs, tisk
schedulimg hus been made easy, Also, we ore giving Tuncionalities Hke s perfofusanee, discussion forams; oooarses, resourte
shiringg ete. Liking these fmeticanlities, we can calulaie user performance; shre shidy mterial, apload assgnments, chat with Fellow
gtuadlenty med tenchiens, also meo] for courses and leam new skills in the feld of technotogy. Overall uning B-lerming platfarm moked
lestming effeciive and entwinining. The i of crezting m E<Learning Weh Application is 1o we the |aten web technologies 1o
develop n solision for educational system and provide error fee, reliable, seoure ind inteactive seif-lamitg mline platfaom. for
enithiusiastic lenmer, .

. LITERATURE SURVEY
B-Bemrminigt it be teveribed s the utillzution of modem technolozies and ffervel (o make educstion effective. in recent years E-
leaming i ane of the major trends in education. E-bearning iz amang the mos impounl exglozion propelled by the inlermes
sransfiormation, Although it hag tse lability to handte all functions of the institution such us some coursss that require practicnl
skills Al supervision b it also Increases the interpetion pmong studenis and lectures which in tum will lead o achieve the leaming
gonl ne stdents sre ahde jo access anywhers ol anyfime
The study was presented by Florenting Magda Fresos, Gleorghe Serban, Markisa Jurian Bmmanis 2019 on Elecironies, Ceenpulers
andl Artificial Intelligence (ECAT) Internatioas] Conference 11th Edition published in year 2003, Adier several analyzes of the most
sophisticated web progrmiming language for implementing the wpplication. for the E-Leaming. mexdule, the FHI programming
lenguage was thoven and the fremework created s based en the prn;mmlug {mmpunge that 15 PHP, Larnvel which was lates
version rebeased, For woring the data, it was chosen to s s MySOL database.
Keeping the technical aspects of the elearming system in mind research conducted by Vaishnoid Agarwal; Nandits Pandey, KM
Anjali, Anandhan K, Damoifirn D Noida202] published on internstional Canference on advance computing and Innovative
Techmologies in Enprinesring (ICACTTE). Ceating nn edoeational website crestes 2 lot of business sense as we can do 3 lot of things
with it o ensure its muccess, An eduestional website, if It provides sccurate snd nuch-needed information, cn belp baiild beand
credihility.
in the tochnics] aspects of Single Web Page Application research conducted by Profl Simita Deslarmukch, Mr, Deepok Mane, Mr,
Abhijeet Retawade Muombaj 2010 in Proceedings of the Thisd Internationn] Conferemes en Computing Methedologies ind
Comtmitication (ICCMC 2019). A single-page application is a web. application ar web site that does oot reload the page abways
from (he server snd Eterction with the user is done by dynmmically changing the coment page: The user cxperience Is ot
interrupted in this way while secessing succescive pages snd makes (he spplcstion behave ke o deakiop.
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Driver Drowsiness Detection Using Machine
Learning

Prof. Swuti Gade', Kahitiin Komble', Aishwarya Sheth’, Sakshi Paul', Siddhi Potdar’
A Chmpurar Emgimeering Depanimens, FOEA S Collepe of Englinoering Mamopithi P47 2307, fncia
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to wark, or for more mieresting perposes 1ike sirersft el Wit the odwmeemant i lechiology, medss of fransportstion kegt on
sivancing-and our dependency o itstnrted incrensing exponentisliy 11 hos greasdy offecied oor Tved i we know i1 Niw, e can
trved i plaees it A pace that even our grancdporests wauldnt have Suoaght pessable, In mollern times, sbmost everyome i G werld
s eame sart of transpoitalion every doy. Seme people e nch enough lo have their own vebicles while pibiers wie public
brunspeetaticy, However, there are some riles isd coles ol eonduct for those whe Sreve respective of fieic social same
Ol of thom is saying alert and active’ while driving. Neglecting vur dutiis tovwmnis sz ravel lias cnstded himbreds uf thousinds
af trugedies Yo get amocinted with Qus wonderful frvention every yesr, It may sezin like = trivial hing 10 most folls bt fllowing
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ddriver can et drowsy while driving, . ' .
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A System Review
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sites. and applicaions and Tonked fr the findamental dota, Bused on these- date, we made sn sudit that bbbt it s
e ke ifFerent arangernents for our tk. We reached the decision tnithere in x nesd o susds apphisation s &b that there is
decenl extent of progress imbiy feld too,
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College Website Using MERN Stack

D, Riteh Patil!, Vinishati Gentynl!, Vaishnavi Mudaliar’, Gauri Kanpume « Devyini Ambi®
D el et ety Coltegse of Egtneeriug Magort (R Frone SEZ30T () faharat ot il

Absrrace: Collepe Wobalie i thot the Growing dpnifieancs il intermet sige fiw v drpstng i wel] Mgy, Tpaforee w
weli-plavemed digital strategy phoyr o dgniffcant rele i an lntiidton s srthelap sprikeplins — expeeinlly ponidering Jwiinger
prncrats’ prowing depoidomoe o sechmnhingy. Pt slmple, @ well-dheafpned webilie wiff fochiitae o e engpepiog, onress
stnlemer, connet with propeceive anes, and dfopm parenrs all withon? delay. ft encamipeises greomating sehsal evirs,
dtgilaring conrse afferings annd siuewearing campy Tife, ebe shiring thiv piper. wieé dfscas the miandels yafiniieed by sur tra,
Jogiin, Ariteelee puamel, Tviracies, Feen pajnens, angl b w2y g Eor these ruvfules, we v wied fichadeal stacks Reacife
Raovexirap (Frovt-ondl. Nodejs, Evpress, amd Mnege D8 for Dasabes,
Keywards: Fufl-Sinek Devclopment, College Website, Web Design, Weh Development, Reaeqir, Nodejs, Express, MangeD 1

L INTRODLUC TN

The Cellege Webikte ix developed to desallow the st (ha) sve common in the mabiution'i monal fystem. This mafiware (s earrial
out 1 get riid of and in wome Wstmces decresse the sfMliction Gieed by this curbent symiom, Moreover, (ils system is desipned for the
partieular nesd of the company 1o carry’ oul operions in & smooth nad coctive mantet

HTML TS, anid Invascrip see e foundation of Web development but are not long-tasting suificient w0 camy ol all the modem
challenges. 50 we will be using MERN Siack 1o develop the welbsite. MERM Stack: MERN Stack in o Invascript sofiware Stock: (hat
i isedd for better and sier, fesmer deplovment of full-stack weh applicatican, MERN Suick comprises four ey technologies
namely; MongoDR, Express, React, and Node: i 11 v designed 1o make the development process B fiotless and rroulle-free i 1s
cont-ciTective, Ul rendering and performance o mmch moee efficient than fasic stacks, open-sisiree, and Easy to-switch between
chient ond sorver,

This pape nevommodates (nformation b Management, Crmpus. Focilides, Departments, Admission, fess pramenl, gle. The
student Yogin modube bebps the student 10 log In 1o the sile and exsily dewnboad docimmmie For that student must type the wername
and password correstly. Lisers can theoagh our sife and ocoess the services offered by the Admin. Theough the studant panel student
£ah aeresd tha fees pavmeni model, onling piemdmes, ee

1, OECTIVE OF PROJECT
The key fanclicn of the projest ia to adapt the previous techrizal stacks (Himl, C55) inty the modern fedhnical stacks (MERN]), Al
the elements of the MERN mock ure open souroe, und thus you can bring them o uss 1o create powerfully baill web apps, Free
iempiaies aro available anline, which will sive you tons of dine, It woakl have taleen af feaot theee times &8 long lo cestomtlze o
iheme compared fo downlonding a template soliion.
This wiack I.I-I:El!l:l'p.]l.'-ll:ljl' dependet upm open-source techrology. 5o thal the developer"s teom can wiftze B Fecly, which meafs you
don't hanve 1o make each componens from the beginning. The underlying, technology gots so well docurmented that you can deplay it
telth gass
Mot intrinzic: is tar MERN i 2 foll-snck desvefopment fechnigoe ol menns you're Jipble fis consructing e applivaios”s
mmmﬂmw This techniigie extrooms principlis from sath Ul deslon snd sofiware engineering.
The chiective of our project i 10 design, publish and maintain 0 websiie for our college which consists of all the nlbomation
reganding the college like infradructure, Bewlty, ranspont facilites, de.
Our project is compietely web-oriented epplication software thnt mables us to pecess (he shanlite extriction shout the collepe,
siaff; students, Mcilities, cic, this welmite shaws a viraal view of 1he Cimprus, On this website, we will find ihe st data aboot the
This generic sppiicarion is desigoed for sssisting the sindeuts of an insfitite reganding the information on e course, sibjects,
classes, pasignments, prades, and Himelable, It also provides support that o faculty can olse eheck aboul lis daily schedule, ean
upload aseigaments, and notices o the students, Here the executive admis will be controls the secousits of the sadent and feltie
maked the imetihle, and uplasd the latest information about the campos events at the site.
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determined, The skin regions in H5V space are described by crogsing reginons of setgral A0 finear eguations,
wltlely wree foinnd wslng trakning data, Alse, the rt'L_u':Ihiln liminapce condivon ¥ value of the bnage i deermined
For Blgh lwninance Unagés, the chances that more non-skin phaels are sel o <kin regions are high, thus an
alditional but gimple classifleation un YOuCr space i paformed to remove hair pixels. Henee.a bitary mask of
it original image con he obtained. Thisbinary mask is then fltered with some fryage morphalogy prodessing o
hreale conmoctioms hetwsen Bces and rempve scattered holse. A connectedd compatent analysis s follovwed o
determing the Face camlidates, The final rn;':.-p' Is b determvine real faces feom the face cimdidates using a multi-
layer classilleation schemie. The application of this project justifies an assumption that the faces will have

approximately the same size.

The face detection system can be divided lnto tye following steps:-

(. Pre-Processing: To reduce the variabillty [n the fages, the images are processed before thoy are fed ioto the
ietseark, All positive examples, that is the face images are obtained by cropping imoges with frontsl facos o
il only the front view, All the eropped images are then eorrected for lighting through standand algonithms,
2. Classiiication: MNewral nétworks are implemented o classity the images-as Bees or non fced by mmaming on
those exnmples. We use bath our implessentation of the neural retwork and the Matlab oeural setwork el

for this tack. Different petwork configurations are experimented with to optimize the results
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ABSTRACT

Coline Edueaional System provides @ simple interfice for mainteomen of studem foformation o= well anall e opermon
relotend b0 college 1t enn be ied by edueutionnl ipstiuies or eolloges i nisintein te records of my college opertion. The
eremtinn and sianagerient of accurife upsn-date informmtion meganting o coilege acmlimmis carcer = ornicafly imparant in the
sniverzity 28 well 15 colleges ERP Systém for Educationa| synten denbs with all kind of student detadle. ssademie rilalid
répars, Promatinnnl thingn, college denils. commse detall, curriguhon, balsh detnile, placemen deinils and other resourse
relmed deaily oo, It will alo huve facully detuite, banch execution demils, studees” detatls in all aspocrs; e various meadenric
motifications 1o the saif and stodents updated by the college, ndministmtion, I alss Taciiiinie us expiore all the acrivities
linprpeming in the collége. EMiTorent reports ond Queries can be genersted bosed on varicm options rebated 1o sudens bateh
course, fculty, exams; semesteni, centiffantion and even Tor vhe antive college The plicement ofrcer b resgremsibic for ppduting
the plasement related fnfisrmation like efizible criteria fora porthenbir comgpany, urrivhe dute v the compmyy which i comiin
far recrimtment, the st of students who nre efigible for attendiny the recradt.

KEYWORDS

Enferprise Rewource Plannitg, . Python, Dijsngo, REST Framework. Application Propramming Inierface, Web APL. MV
TWT, MDS, Educational Management Modale, LMS. '

INTRODUCTION

ERP Educatiomnl Module Managemem Module which is used by Schooks as well as Colleges 1o munuge thair daily octivities
which include the management of Employees. Students. Books and Litmary Recordy, Parenty details, Assignments. Admission
Process. Rewults und Repoms, Exmns, Events, Angndwnce, Timetable, Fees mid Other Repons , marlieting activiiles
Jplocements, ete, i provides pne-point nccess o manage this wide mnge of activities both effecrively and afficientiy,

The system will beused by foor people, which are super users, college and all branches details. owner details) Ademin, Teacher,
Litrarinn and Student, Principal, ete. Admin can login using walid credentinls and perform varous task such 23 Adding o
Vetcher/Professor, Student ond Libearian and other employees and o cun manage them. Super User dun abio odd afl
pmplosyees and ssiign rols b them, We m_mll_ﬂng developer wha will manags all technical thmes i.c adding course modules,
deglgn pew oUrse, cremte now test challenges ete. TeacherProfensor can login and perfirm sarious tagh such s add
: mark sttendance, uplood resub ond view event. Librarion can login and perform tesk wich u adding i tingle or
view adder! books, request o ook, e 3 hook o studenls, retirn fssued hook from sudent and view cvem
the system by providing villid eredentinh scoesd modules such as viewing thelr own proffle, view hookic

ks
multiphe hoaks.
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MULTI-IMAGE STEGANOGRAPHY USING
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Abatract: Currently. dhie ot suceeistil upproseh 1o ireganngraphy in erparenl odfiedis el o dbding adim s ow
emibiod the puyboud white mmimizing o soably defined dioeion fonetion. Thi deslgn o e distorion b geeetiplly g
only tk lell 1o the slegatograplier since efficient progtichl codes axip thw pocheme sath o bigh empirical stabistics)
detoctubility, In' this paper. we propoie o unbversal distoition design called yniverss) savalsl refative distiomon
(UNIWARD) that can be applied foc embadding in an ibitrary domain, The eimbediing distoftion & compited ss i sim
ol relntive changes ol cocfTickents in o dircesiinnl Gilter hank decompasition of th cover e, The directionality firces
Ui enibedibing chamiges 1 such paria ol the cover obiject thirt arse ditTicult to modidl Hmiliiple directions; soch us 1esmnes
ot Hodwy regioms, while weording smoath regions or vlean cdged. We demonatrate experimentally wibny e adels o
wirll ad pargeten] utieks thal stegindgraphic methnds bl naing LINIWARD ek or outperfosss the curnenl Slale of tie
art m b sputlal domain, JMEG domain, and sidesinformed 1FEG dosiain.

Lintrisluctinn: Stesano grapthy w5 oan algorithm o conceal informution withiti s ohjeot wiile kesping 1w olge
contuining the lidden nformation idistingsishsble frium the ariginil ooe The main p-urpmuul“uh:uu.urmnmrw 4 Tl prund
accesx 1o the hdden annnmlim ondy 1o the avrthorized olients while keeping ity conlent and it |Irv:1.'r:|.'-|.' wnrevented
» “h:'_ others, Varlouy I:Lrlidl ol cirriers such as physical objects, toxes; saunds, and nelwiirk puekets v bien wtitinel to
silely coneeal and r!l_r.-TLm confificlentinl data, Amuvay them, a diggiral image 15 ane of the widely uied earticrs in nacen|
digital steganogmphic algorthme Vi Kinds of carriers such us physionl objects, texts, spunds, and netwirk packes
have been utitied fo safely eoncedl and deliver confifidentinl date Among thetn, o digital image is one of the widely
nsed earriers in recent digitel sicganographic Algorithis (i, image sieganegraphy). Advanced Encryplion Standiae
meige u::nm:.:gmphy |_m:il1m15 vsually aim a1 hiding secret imnge within a eyt image. To this end, various stidic
wieluding spatkal -.'Inrnum-‘_nm-:d thethods [ | 2] and frequency domain-bused methods [3=7] hirve been actively r;.,-.num-l..-..;i
aied remmarkabile resitlls hw: beon achieved. Althoush there hag been tremendons progress in imige sleganograply 1114_1;
= .-lrﬁll a Hemitation in hiding laree amount of dam. Recemly, several studies have tried 1o hide fullsies socrel h;m s
insitle i cowi Image H.flng Advinoed Encryption Standard[8-10]. These methods fre campletely difforem fnm%lr:-
convantional imoge sleganogmphy appeanehes, the Advanced Encryption Stamdnrd-based stegmnogrEphy meibed uﬂuni[:

comiists of a hiding nerwork and @ revealing network. The hiddings Retwork tikes o cover G B Bl rrmas

Inpure shen creies a eontamer image by hiding the s b RS _
Hidden sormet fmoge Mh‘mﬂhﬁ};m;gi e secret image into the coverimage The revealing nerwark exmicre

i
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ERFP APPLICATION FOR EDUCATION INDUSTRY WITH DJANGO
REST FRAMEWORK

ProL S, V. Phulari’!, Mansi Shivarfar™, Ravisha Bansode™,
Ush# Guvala®®, Samruddii Jawakkar®
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ABSTRACT

Oinling Cobluge Management Sysiem pruvides a simple interface for mamrenance of syudant mfiraition 25 well
a al the -mr.-mh{m velated 10 college. It cin be used ty educatimmal institutis or collegus po matitain the
recoridn al any collegie operation, The creation uml managemedt ol atcurate, up-to-date infoematian reganding a
callepe academic career i eritimally irmpmitant in the wniversley ah well as colliges ERP Syseem for Collige
managrmiil ﬁuinm dets with all M of student details, academic rifated roporiz Mromntional thiigs collige
detalis, coure detalls, prriuliig bath deits; placement ditailnanil atler resauiee relatesd ebails oot will
alsn have Eculty details batch excontion ditdls, stuilgnity” ditaily fn all aspoects, the variou academic
notificnthsns b e aailand audents dpdated by the college administration, 1L b frcslitane as exploro ofl tho
activities lppening n e college, Different ropares and Querkes can be et basetl on wrinee igtons
relavod v students batch, coarie, focilty, exams, momestirs, cettificatinon mnd even lor the enthn collogd The
placemeant ufficer i fu-pumlhfﬂ for ypduting the plasgment related information Iike eligile criteria for a
pinicilar company. aviving dote:Tor the company which s crmibng or reeruttmy it the Tt of stisderits whia arn
chigile for attending the recrult

Bmterprise Hesoures Planniag, Python, Diasm, BEST Pramework, Applicstion Programming

Insterfare, Web APTs, MVC PAT, MRS, Colloge Managiement, LMS:

_ L INTRODUCTION
Eie mhrﬁﬂ;nm"gwm"jbl Managsiment Misdult which B wied by Schools a4 seell s Gollisiges b e g
thilr dally activities which Include the management of Employees, Student=, Bookx and Library ocords,
I-m-u?u detaily, Assigrments, Admission Procesy, Results and Reports; Exams, Events, Attmdance, Timetable,
Fm;m.d itthar Reparts, nurketing acivities placements, ete. It provides ome point access v manage this wido
ranga of activities both effectively anid efficiently. The system will be wiod by foiie people, which are super
users, college and all branchos detalls, owner dotaily, Admin, Tescher, Librarion and Studienl, Principsl, sie
J_..:t;n[n-mq !ﬂli  ukling valid eredentials and parform varkous task such as Addinga Teacher /Profesner, Soudent
im :::;T-.rﬂ l:mplu:.rm and also can manage them. Super User can also add all smplayees and
: them, Weare adding developer wha will manage all teehnies) things |« adding cotrse modiles,
mﬂ new course, create now test challenges et Teacher/Professor con login and perform various task sueh
e Iﬂu H‘H.Tli;nmhrll. imark -i_l'l.-l:!:llﬂli:l'l.?l.. up!-ln'nﬂ result and view event. Librarian can login and gerform tadk such
itf adding & single of multiple books, view added books, request 3 bonis issue a book to studants, returm Lt-.'m;d

rig e sl fonrmal §

technical support mod +. Bminigs , project we are add

fﬁnﬂflﬂlﬁ“ﬁmﬁdr:?ﬂfr: :T ﬁzlmm mwk #uch & somputer or any .mh; :nnth]::
anv educational institutsn wﬁhuut a perfec = ¥ tie. Managing a schanl, wivernity, college ur
il any enterprises or business Henrs an appro UL same n the ¢ome

tunctioning of the srganization a8 a wha priate salution i required which can en

wire the wmnoth
et e, and with ERP college Manzgement Modale, e p .

rl'-ll'-"-l'l'ﬂ Lan 1;|-|-,|-||_-,|-||.
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