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Abstract—Biodiesel is a renewable, biodegradable, and efficient 

fuel that can be blended with petro-diesel in any proportion. The 

noise in the engine resulting from the combustion has a direct 
effect on the engine’s performance. Many studies have examined 

the engines’ vibration and noise when using diesel and biodiesel 

blends. This study examines the optimization of diesel blends, 

load, and compression ratio in the aspect of reducing noise on a 

Kirloskar single-cylinder diesel engine. Noise was measured at 

the engine and its exhaust on a computerized setup and for 

different loads. The experimental results showed that a blend 
with 15% biodiesel, at 7kg load, and 18 compression ratio 

produced the lowest noise. Moreover, the Taguchi method was 
utilized, and experimental results were validated by an ANN. 

Keywords-transesterification; biodiesel; noise; optimization 

I. INTRODUCTION 

Any alternative to diesel fuel should be replicable, 
economical, and technically acceptable [1]. Biodiesel is 
produced by the transesterification of renewable vegetable oils 
and animal fats with the use of alcohol. Biodiesel is highly 
degradable and nontoxic. Meanwhile, it has low emissions of 
carbon monoxide, particulate matter, and unburned 
hydrocarbons. Due to these properties, biodiesel has attracted 
wide attention as a replacement to diesel fuel [1, 2]. Biodiesel 
can be used without modifications in conventional compression 
ignition engines. Noise and vibrations are major issues of diesel 
engines [3, 4]. Engine body vibrations and noise are rich in 
information about the engine’s operating parameters and 
physical condition [4, 5]. Excess noise and vibrations wear out 
components such as bearings, grouting, and couplings, 
increasing maintenance cost due to more component failures 
and unplanned operations. Due to noise and vibrations’ 
importance, there is a need to study the effect of biodiesel and 
its blends on engine’s life and performance [6-8]. Noise level 
depends on the load and the blending ratio of biodiesel [5]. As 
a result, it is necessary to extend an engine’s life by using 
optimal blends, after analyzing their impact in noise [5-9]. 

II. EXPERIMENTAL PROCESS 

A Kirloskar TV1 VCR single cylinder, four stroke, constant 
speed, water-cooled diesel engine, having 3.5HP at 1500rpm, 
was used on a computerized test bed equipped with measuring 

instruments such as thermocouples, dynamometer, tachometer 
and flow meters. The engine’s specifications are shown in 
Table I. 

TABLE I.  ENGINE'S SPECIFICATIONS 

Name Kirloskar 
No. of cylinders 1 
No. of strokes 4 
Type of cooling Water cooled 

Power developing capacity 3.5kW at 1500rpm 
Compression ratio range 12-18 

Stroke 110mm 
Bore 87.5mm 

Cylinder volume 661 
 

Noise levels were measured by a noise meter for four 
different fuel blends on variable load conditions and 
compression ratios as per the Taguchi array. The study focused 
on the input parameters of biodiesel blends for examining the 
diesel engine’s operating conditions. Noise was measured at 
the engine and its exhaust. A noise meter was placed at 0.5m 
distance from the engine for measuring its noise, and another 
was placed outside the room near the exhaust pipe end to 
measure the noise at the exhaust [3-5]. The noise meter and its 
specifications are shown in Figure 1 and Table II respectively. 

TABLE II.  NOISE METER'S SPECIFICATIONS 

Display 14mm (0.55ʺ) LCD with backlight 
Parameter measurement LP, Lmax, Leq, LN 
Frequency range 31.5Hz~8kHz 
Measurement range LP: 30~130dB (A) 

Resolution 0.1 dB 
Accuracy ±1dB 

 

 
Fig. 1.  Noise meter. 
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Four fuel types were tested, namely: B0 consisting of 100% 
diesel, B15 consisting of 15% biodiesel and 85% diesel, B20 
consisting of 20% biodiesel and 80% diesel, and B25 
consisting of 25% biodiesel and 75% diesel [2, 3, 9]. Biodiesel 
blend, load on the engine, and compression ratio were the 
parameters whose effects on the engine’s noise were studied. 
The parameters’ levels are listed in Table III. 

TABLE III.  PARAMETRIC CONDITIONS 

A: Blend B: Load C: Compression ratio 

A1 = 0 B1 = 0 C1 = 16 
A2 = 15 B2 = 4 C2 = 17 
A3 = 20 B3 = 7 C3 = 17.5 
A4 = 25 B4 = 10 C4 = 18 

 

A. Noise Analysis 

The orthogonal array of the input parameters indicates the 
number of combinations for the experiments. This selection of 
orthogonal array is based on three parameters and four levels 
for each parameter [2,5]. The array was obtained by Minitab 
using the following operating parameters: 

Taguchi Design 
Design Summary 
Taguchi Array L16(4^3) 
Factors:  3 
Runs:     16 
Columns of L16 (4^5) array: 1 2 3 

TABLE IV.  SAMPLE READINGS OF TAGUCHI ARRAY FOR 
PARAMETER OPTIMIZATION 

Blend Load C.R. 
Noise at 

the engine 

Noise at 

the 

exhaust 

Noise at 

the engine 

SNR 

Noise at 

the 

exhaust 

SNR 

0 0 16 92.75 108.9 -39.3463 -40.7406 
0 4 17 93 109.25 -39.3697 -40.7684 
15 4 16 93.75 112.15 -39.4394 -40.996 
15 7 18 95 110.45 -39.5545 -40.8633 
15 10 17.5 95.6 110.95 -39.6092 -40.9025 
20 0 17.5 91.7 110.45 -39.2474 -40.8633 
25 10 16 96.35 111.9 -39.677 -40.9766 

 
The fourth row of Table IV gives the optimum values of 

input parameters for noise among the various blends. Signal-
to-noise ratio (SNR) measures how the response varies 
relatively to the nominal or target value under different noise 
conditions. Depending on the goal, different SNRs may be 
chosen. In this experiment, lower SNRs are better. Optimal 
conditions were met with B15 blend, 7kg applied load, and 18 
compression ratio, where the noise was 95dB at the engine and 
110.45dB at the exhaust. 

B. Taguchi Analysis: Noise versus Blend, Load, C.R.  

Taguchi method analysis results for noise at the engine 
versus blend, load, and C.R are shown in Table V, while the 
regression’s resulted equation is: 

96.6 0.0507
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TABLE V.  NOISE AT THE ENGINE MODEL SUMMARY 

S R-Sq R-Sq(adj) 

0.2196 76.30% 40.76% 
 

Taguchi model’s analysis results on noise at the exhaust 
versus blend, load, and C.R are shown in Table VI, and the 
regression’s resulted equation is:  
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TABLE VI.  NOISE AT THE EXHAUST MODEL SUMMARY 

S R-Sq R-Sq(adj) 

0.0658 86.48% 66.21% 

 

C. Validation of Experimental Results by Artificial Neural 

Network (ANN) 

The results of noise at the engine and the exhaust were 
validated by an ANN. An ANN script, shown in Table VII, was 
used for obtaining the output from the input parameters. 

TABLE VII.  ANN CONFIGURATION SCRIPT 

clc; close all; clear all; 
x = xlsread('Input1'); 
y = xlsread('Output2'); 
net = newff(minmax(x),[20,1],{'logsig','purelin','trainlm'}); 
net.trainparam.epochs = 1000; 
net.trainparam.goal = 1e-15; net.trainparam.lr = 0.01; 
net = train(net, x, y); 
y_net = net(x); 
plot(y);hold on; plot(y_net, 'r'); 
error = (y - y_net); 

 

III. RESULTS AND VALIDATION 

A. Noise at the Engine 

The experimental results for noise at the engine, the values 
calculated by the ANN, and the error between them are shown 
in Table VIII and a comparative graph of these values is shown 
in Figure 2. Apparently, there is a small difference, less than 
1.2%, between the experimental and the ANN calculated 
values. 

TABLE VIII.  EXPERIMENTAL AND ANN RESULTS 

Blend Load C.R. 
Noise at the 

engine 

Noise by 

ANN 
Error Error % 

0 7 17.5 97 96 -1 -1.0% 
0 10 18 95.2 96 0.8 0.8% 
15 7 18 95 96 1 1.0% 
20 10 17 95.9 95.5 0 0.0% 
25 7 17 94.8 95.6 0.8 0.8% 
25 10 16 96.35 95.2 -1.15 -1.2% 

 
The regression plot obtained by the Taguchi model for the 

experimental results was compared with the ANN regression 
plot. The regressions’ R-square value was around 80%. The 
straight line in these plots shows that the data fit a normal 
probability distribution. There are very low residual values, as 
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all residuals obtained are almost along the line in both plots. 
The similarity in these plots validates the results. 

 
Fig. 2.  Comparison of experimental and ANN noise values at the engine. 

(a) 

 

(b) 

 

Fig. 3.  Residual plot for noise at the engine by (a) Minitab, (b) ANN. 

B. Noise at the Exhaust 

The experimental results of noise at the exhaust, the values 
calculated by the ANN, and the error between them are given 
in Table IX. Moreover, a comparative graph of these values is 
shown in Figure 4. Apparently, there is a tiny difference 
between experimental and ANN results, less than 0.3%, for 
noise at the exhaust. 

TABLE IX.  EXPERIMENTAL AND ANN RESULTS 

Blend Load C.R. Noise at the exhaust Noise byANN Error Error % 

0 0 16 108.9 109.2 0.3 0.27% 
0 4 17 109.25 109.1 -0.15 -0.14% 
15 7 18 110.45 110.45 0 0.00% 
15 10 17.5 110.95 110.95 0 0.00% 
20 0 17.5 110.45 110.45 0 0.00% 
25 10 16 111.9 111.9 0 0.00% 

 

After comparing the regression plots of experimental and 
ANN results in Figures 3 and 5, we can see that there are very 
few residual values, and all values obtained are almost along 
the line indicating a normal probability distribution. The 
regression’s R-square value was 86.48%. The similarity in 
these plots validates the results. 

 
Fig. 4.  Comparison of experimental and ANN noise at exhaust. 

(a) 

 

(b) 

 
Fig. 5.  Residual plot for noise at the exhaust by (a) Minitab, (b) ANN. 

IV. CONCLUSION 

This study examined the optimization of noise reduction at 
the engine and its exhaust with biodiesel blend, load, and 
compression ratio of the engine as input parameters. Analysis 
was carried out utilizing the Taguchi method, and optimization 
of the input parameters was performed by using SNR [10, 11]. 
The experimental results obtained by Minitab were validated 
by an ANN. The main conclusions of this study are:  

• Optimal input parameters were: a blend with 15% biodiesel, 
applied load of 7kg, and compression ratio 18, resulting to 
95dB noise at the engine and 110.45dB at its exhaust.  

• R-square values obtained by regression analysis were 
around 80% and more, indicating that the obtained model 
fits to the actual data. 

• There are small to tiny differences between the 
experimental and the ANN’s noise values. 

• All regression residuals of both Minitab and ANN were 
very low and almost along the line in both methods. The 
similarities in both plots validated the results. 
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ABSTRACT 

Biodiesel is synthesized from oils produced from vegetables and fats of animals which have properties like renewability, 

biodegradability, and as an efficient fuel. It is easily blended with petro diesel at any proportion. Engine noise-generating 

due to combustion in engines has a direct effect on engine performance. Some researchers are working on the engine 

using petro diesel and different blends of biodiesel for performance characteristics over the world. This paper covers the 

study of input parameters optimization for BTH of the engine. The tests have carried out at different combinations as per 

the orthogonal array obtained by the Taguchi method. This selection of orthogonal array has based on three parameters 

along with four levels of all individual parameters. The experimental output BTH values calculated have noted by the 

computerized engine setup. The results obtained by Minitab software have compared with results obtained by ANN and 

validated. 
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INTRODUCTION 

Use of diesel fuels in many different areas and have importance for the wealth of the country, there should be an 

alternative to diesel. An alternative to diesel fuel should be replicable, economical, as well as technically acceptable 

[1]. Biodiesel is produced by the transesterification process from renewable oils obtained from vegetable and 

animal fats using alcohol. Highly degradable, nontoxic, particulate matters, less carbon monoxide emission, 

unburned hydrocarbons are some important properties of biodiesel. Because of these properties, biodiesel has 

acquired international focus as a replacement for diesel [2]. Biodiesel may be used without modifications in existing 

compression ignition engines.  

Totally 16 numbers of experiments have done as per array prepared by Minitab software using different 

inputs such as Biodiesel Blends, Load on Engine, and Compression Ratio. The output BTH of the engine with 

Karanja oil biodiesel blends for different sets of experiments obtained have noted. For the optimization of input 

parameters, the results have analyzed using the Taguchi method [3]. The main effective plot and interaction plots 

have plotted. The input parameter optimal conditions based on SN ratio value have searched for the maximum BTH 

of the engine [4, 5]. The regression residual plot obtained by Minitab is compared with the regression residual plot 

by ANN [6]. The comparison of yield obtained by experimentation and ANN has also plotted together. There are 

very small differences between these values. 
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EXPERIMENTAL SETUP 

In the experimental setup, Kirloskar makes TV1, Variable CR, and 3.5 HP @ 1500 RPM. The engine’ specifications are as 

below. The computerized system testbed has equipped with all required measuring instruments such as thermocouples, 

dynamometer, tachometer, flow meters, etc  

Table 1: Engine Specifications 

Make Kirloskar 
No. of Cylinders 1 
No. of Strokes 4 
Type of Cooling Water Cooling system 
Power Developing Capacity 3.5 kW @ 1500 rpm. 
Range of C. R. 12-18 
Stroke length 110 mm 
Bore dia. 87.5 mm 
Cylinder Volume 661 

 
In this work, four different fuels have tested such as B0 (diesel 100%), B15 (85% diesel with15%biodiesel), B20 

(80% diesel with 20% biodiesel), and B25 (75% diesel with 25% biodiesel)  

OPERATING PARAMETRIC CONDITIONS 

The effects of different parameters affecting the Transesterification Process have studied as follows.[6] 

• Blends of Biodiesel 

• Applied load on Engine 

• Compression Ratio of engine 

The operating parameter values have given below: 

Table 2: Optimizing Parameter Ranges 
A: Blend B: Load C: Compression Ratio 
A1 = 0 B1 = 0 C1 = 16 

A2 = 15 B2 = 4 C2 = 17 
A3 = 20 B3 = 7 C3 = 17.5 
A4 = 25 B4 = 10 C4 = 18 

 
ANALYSIS OF BRAKE THERMAL EFFICIENCY BY TAGUCHI METHOD: [6] 

Orthogonal Array 

The parametric design giving the number of conditions for all individual experiments in the orthogonal array. This 

orthogonal array selection has based on three parameters and four levels for the individual parameter as shown in above 

table number one. 

Orthogonal array obtained by Minitab using operating parameters: 

Summaryof Taguchi Design 

Taguchi Array L 16 (4^3) 

No. of factors: 3 
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No. of runs: 16 

Columns of L16 (4^5) array: 1 2 3 

Table 3: Sample Readings as per Obtained Taguchi Array 

Blend Load C.R. BTH SNR_BTH 
0 0 16 17.49 24.8558 
15 4 16 22.33 26.97777 
15 7 18 22.52 27.05137 
20 0 17.5 15.16 23.61398 
25 4 17.5 18.34 25.26799 

 
In the above table 3, the yellowish row gives the higher value of the SN ratio which has indicated optimal input 

parameter values of engine for maximum BTH. For BTH the value of SN ratio, higher is better. The experimental 

maximum output value of BTH of the engine with input parameters blends B15, applied load 7 kg, compression ratio18 

has 22.52 %.  

TAGUCHI ANALYSIS: BTH VERSUS BLEND, LOAD, C.R. 

Model Summary 

S R-Square value R-Square. (adjusted) 
0.6207 91.39% 78.47% 

 
Regression Equation 

BTH = 23.1 - 0.0872 Blend + 0.210 Load - 0.216 C.R……………….(1) 

 
Main Effective Plot for BTH 

The Plots obtained by Minitab software have shown below 
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Figure 1: Main Effect Plot for BTH. 

 
In the above main effect plots, S/N ratios vs blend, and S/N ratios vs load are comparatively steeper than CR plot. 

So, blend and load have affected more on the values of BTH. Therefore the effect of remaining one i.e. CR has neglected 

for further studies in the interaction plot.  
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INTERACTION PLOT FOR BTH: (6) 

Generally, the Taguchi method concrete on the main effects and that’s important to test the other interactions. The 

variations of BTH of engine separately with the effect of blend and load simultaneously have shown in these interaction 

plots. From this interaction plot, Blend 15 having a larger value of SN ratio at 7kg loads. 
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Figure 2: Interaction Plot for BTH. 

 
VALIDATION OF EXPERIMENTAL RESULTS USING TAGUCHI FOR BTH OF ENGINE BY 

ARTIFICIAL NEURAL NETWORK (ANN) 

Here the experimental results of BTH of the engine have validated by ANN (Artificial Neural Network).  

ANN Script for the Analysis Performed 

Script has written for obtaining the output by putting the values of input parameters 

Table 3: ANN Script for the Analysis Performed 
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Comparison of BTH of Engine Obtained by Experimentation and ANN 

Experimental values of BTH of engine and values calculated by ANN, error between them, and % error are given in table 

4. 

Table 4: Sample Readings by Experiment and ANN 

Blend Load C.R. BTH by Exp. BTH  by ANN Error Error % 
0 0 16 17.49 17.49 0.00 0.00% 
15 4 16 22.33 22.33 0.00 0.00% 
15 7 18 22.52 22.52 0.00 0.00% 
20 10 17 15.15 15.15 0.00 0.00% 
25 0 18 16.23 16.23 0.00 0.00% 

 

 
Figure 3: Comparison of BTH Obtained by Experimentation and ANN. 

 
The comparative study of BTH of engine obtained by experimentation and ANN is as shown in Figure Fig. (3). 

There is a zero error in between these two values of BTH of the engine. In the table (3) the all values of BTH of engine 

obtained by experimentation and by ANN are given. There is no difference between these values and the % error is also 

zero. 

Regression Plots: (6) 

The regression plots obtained by Minitab software and ANN have shown below. The comparison has made between these 

plots. 

 
Figure 4: Comparison between Residual Plot for BTH by Minitaband by ANN. 

 
There are very low residuals in the above both plots and all readings obtained are nearby or on the straight line. 

The R-square value for this regression has 91.39%. 
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CONCLUSIONS 

This work has carried out for optimization of input parameters such as Biodiesel Blend, Load on Engine, and C R for 

output of BTH of the engine. The Taguchi method analysis using SNR base has performed for the optimization of input 

parameters. The results obtained by experimentation with Minitab are validated by ANN (Artificial Neural Network).The 

conclusions are as follows; 

• The experimental output BTH of the engine has 22.52 % with optimal input parameters blend B15, applied load 7 

kg, and compression ratio18. 

• Interaction plots have shown the variation of BTH of the engine with the effect of blend and load simultaneously 

and also BTH of the engine has maximum value for blend15 and load 7 kg. 

• The R square value obtained by analysis has 91.39%, shows generated model has fitted to actual given data. 

• There have no differences between values of BTH of engine obtained by experimentation and by ANN. 

• The regression residuals plot obtained by Minitab has similar to ANN regression plot. Hence results have 

validated. 
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A B S T R A C T   

The electrocardiogram (ECG) is a diagnostic device capable of monitoring normal or irregular heart function. The 
entire ECG beat can be categorized into five different forms of beat arrhythmias (N, S, V, F, U). Quick and precise 
diagnosis of forms of arrhythmia is critical for identifying the heart problem and provides the proper treatment to 
the patient. In this paper, Discrete Wavelet Transform and Higher Order Statistics techniques has been used for 
analyzing and determining the ECG signals and implement it on an IOT-based platform. This system is based on 
three categories: The first approach involves inputting the ECG data; the second approach involves extracting the 
ECG beats with their respective amplitude from the base line. Wavelet transform function, and higher order 
statistics are used to eliminate noise and unwanted signal components and thus to extract ECG features. The third 
approach is to classify the ECG beats based on the Incremental Support vector regression classifier. After clas-
sification ECG beat is transmitted to the controller section for signal processing are given to controller section 
(Arduino Uno). The process can be implemented by employing the statistical feature for the feature extraction 
from the ECG signal. Compared to other approaches, the method provided by Incremental Support vector 
regression to identify the ECG beats and predict arrhythmia can provide successful detection of arrhythmias. The 
basic concept of the proposed system is to provide patients with reliable health care by using cloud data 
compliance to allow doctors to use this information and to provide a fast and feasible service. The findings show 
that the proposed algorithm is successful in predicting cardiac arrhythmias, with a 98% that is higher than other 
approaches.   

1. Introduction 

Recognition of the ECG signal is very crucial in understanding the 
functioning of the heart as well as the diagnosis of heart disease under 
different circumstances. The American Heart Association stated in 2006 
that 70 million people around the world face the cardiovascular disease 
problem. The basic reasons for Cardiovascular Disease (CVD) are hy-
pertension, lacking physical exercise, ineffectively adjusted eating 
regimen, smoking and unusual glucose levels. Because of the existence 
of noise and heartbeat abnormality, physicians face complications in the 
Arrhythmias analysis [1,2]. In addition, visual inspection alone can 
result in a misdiagnosis or irrelevant detection of arrhythmias. There-
fore, the computer aided analysis of ECG data supports physicians to 
proficiently detect arrhythmia. Arrhythmia is a cardiovascular condition 

that is caused by abnormal heart activity; electrocardiogram (ECG) is 
used to detect heart defects. Feature Extraction, selection and classifi-
cation Construction are the three main steps in the detection of ar-
rhythmias. The ECG beat classification [3] as per ANSI/AAMI 
EC57:1998 standard database shown in Table 1. In Feature extraction 
process the input data is transform into different of features for detecting 
heart diseases. The Purpose of this study is to evaluate the ECG beats 
classification performance with integrating two methods for feature 
extraction and evaluation using wavelet transformation and higher 
order statistics. The evaluation of ECG beats classification performance 
can be improved by using the incremental support vector regression. 

The numerous models of different kinds of feature extraction from 
ECG signals were achieved in previous studies, and a classification 
technique was proposed. Feature extraction may contain the non-linear, 
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time, frequency domain and multi domain feature extraction [3,4]. For 
the classification classical methods is used such as Artificial Network, 
Support Vector Machine (SVM), Super vector regression (SVR) etc. The 
ECG signal can be easily identified by the noise in the time domain and 
has a low accuracy level [5,6]. Another approach for extracting the ECG 
feature based on convolutional neural network model. The model has 
two sections; the first part extract the feature from ECG signals and 
second part perform the classification of feature based on the first sec-
tion. Feature extraction was discussed based on principle component 
analysis to reduce the multidimensional data and input is processed by 
three pooling layer approach [7]. These signals cannot be considered as 
the accurate parameter of ECG signals for accomplishing high arrange-
ment correctness. There are various combinations of methods proposed 
for classification of the ECG feature extraction. The genetic algorithm 
and SVM-based classifier designated for the classification of ECG 
waveforms [8–24] are used for the function optimization. The Extreme 
learning machine algorithm calculates the minimum weight Single 
Hidden Layer Feed Forward Neural Network for classification [9]. In the 
recent study, echo state network was implemented based on the 
morphology for classifying the normal and abnormal ECG signals of 
heart. The classification is based on the two classes SVEB and VEB [10]. 
The extraction of features from non-linear method in the time and space 
domain based on the T complexity is applied to the RR and 13 different 
classes are used for classification [11,12]. 

Although the above mentioned techniques or methods of classifica-
tion have good results, they used a combined space, time, frequency, 
linear and non-linear domain for beat classification of the ECG. This 
research suggests an ECG waveform detection model that extracts multi- 
domain features based on empirical mode of decomposition with linear 
discriminatory analysis [13,14]. The combined approach of polyhedral 
conic separation and k-means clustering was applied as classifier to 
differentiate the ECG waveforms with 5 different classes such as N for 
Normal, RBBB for Right Bundle Branch Block, LBBB for Left Bundle 
Branch Block, APC for Atrial Premature Contraction and VPC for Ven-
tricular Premature Contraction [15–18]. Ref [19] proposed a new cloud 
based model for automatic classification of ECG beats with minimum 
processing of signals. HOS and DWT is used for classify the ECG beats 
based on multivariate analysis [20–23]. The classification is performed 
based on feed forward neural network machine learning technique and 
particle swarm optimization [22] An effective method to classify the 
ECG signal based on the support vector regression analysis on 400 
samples of data set of various arrhythmias was proposed [24,25]. The 
KPCA-SVR approach was used for detecting the cardiac arrhythmia [35]. 
The proposed model is evaluated and compared with the different 
techniques of neural network classifiers, and found that it offers better 
accuracy than the current method. 

2. Proposed methodology 

Fig. 1 shows the three tier architecture of research work. The System 
consists of three sections such as input ECG signal, feature extraction 
and classification. The ECG beats are derived using the discrete wavelet 
transform and higher order statistics. These non-linear techniques have 
been used to extract the ECG beats better than others because of their 
versatility. In the Discrete Wavelet Transform and higher order statistics, 
the original ECG signal is decomposed in the time domain to remove the 
low-frequency component to eliminate the baseline and eliminate the 
high-frequency component to remove the noise and extract the function 
in the ECG signals. Sample frequency of ECG signal is 360 Hz. In the final 
step, classification is carried out on the extracted function of ECG beats 
and decides normal and abnormal arrhythmia activities. After classifi-
cation of ECG beats sent to the IOT cloud. It is suitable for 24 × 7 
monitoring of the patient. In almost all cases, the classification accuracy 
achieved is above 98%. The key purpose of the new scheme is to provide 
patients with safer and more effective services by creating a registry of 
collective records so that practitioners and physicians can use this 
database to provide evidence and an effective cure for arrhythmia. The 
execution times we acquired from actualizing the application on the 
ATMEGA328 P Microcontroller demonstrate that the ECG investigation 
and characterization can be performed progressively. TCP/IP protocol is 
used to transfer the data from controller section to remote hospital. 
Basically two steps for designing a programming logic one for receiving 
the signal and another is transmitting the signal using TCP/IP protocol. 
Set an integer number to packet data; be certain that the information is 
sent without misfortune of data. Heart beat is never transmitted to the 
base station (Controller) when heart beat is normal. Where the irregular 
condition is found. The transmitter is turned on and transmits data about 
heart beat to remote hospital. 

Fig. 1. The three tier architecture for recognition and classification of ECG 
signal for cardiac arrhythmia system. 

Table 1 
MIT-BIH arrhythmia beats classification per ANSI/AAMI EC57:1998 standard 
database [21–41].  

AAMI classes MIT-BIH heartbeat classes 

Non-Ectopic Beat (N) Normal Beat (N) 
Left Bundle Branch Block (LBBB) 
Right Bundle Branch Block (RBBB) 
Nodal Escape (j) 
Atrial Escape Beat (e) 

Supra-Ventricular ectopic Beat (S) Aberrated Atrial Premature Beat (A) 
Atrial Premature (a) 
Supraventricular premature (S) 
Nodal premature (J) 

Ventricular ectopic Beat (V) Ventricular Escape (V) 
Premature ventricular contraction (E) 

Fusion Beat (F) Fusion of ventricular and normal (F) 
Unknown Beat (U) Unclassifiable (U) 

paced (p) 
Fusion of paced and normal (f)  
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2.1. Signal preprocessing 

2.1.1. Removal of baseline noise 
Baseline signal noise has an effect on normal ECG [2]. Noise fre-

quency from around 0.5 to 0.6 Hz. Used high pass filter with the cut-off 
frequency 0.5 to 0.6 Hz [3,4] to eliminate such noise in signal. If the 
physical activity of the patient’s body increases, then the frequency 
parameter of the baseline [26–28] increases such that the baseline noise 
signal is a low signal and a high pass filter with a cut-off frequency of 0.5 
to 0.6 Hz is used to eliminate the baseline noise in the ECG signal. 

2.1.2. Discrete wavelet transform function 
In ECG signals consists of variety signals i.e. noise and it is required 

to remove the undesirable signals and extract useful feature from ECG. 
So many researchers have developed effective techniques for extracting 
the important feature for EEG and ECG signals based on the wavelet 
transform. In this section we will discuss the discrete wavelet transform 
function in time domain feature with the respective signal shape. 

For the feature extraction, we acquire the concept of Yakup Kutlu 
and Damla Kuntalp [36] studied the wavelet and HOS techniques for 
noise removal. They proposed the good techniques for noise removal 
which gives the better result of noise removal as compare to others [27]. 

The signal is divided into the two parts High and Low frequencies. 
The Low frequency again divided into two parts high and low fre-

quency. This process is continued until the signal has been entirely 
decomposed. 

yhigh [n] =
∑∞

k= − ∞
x[k]h[2n + 1 − k] (1)  

ylow[n] =
∑∞

k= − ∞
x[k]g[2n − k] (2)  

Where, 
x[k] is input ECG signal 
g[n] and h[n] is Impulse response of high pass filter 
There is n +1 possibility to encrypt ECG signal for the n level 

decomposition. Noise is removed from ECG signal using low and high 
pass filter. In wavelet transformation, approximate precise coefficient is 
just like binary tree. Such decomposition is applied on low and high 
frequencies. And again cerate next level of tree, make 22n− 1 in various 
way to encrypt the ECG signal. Each n level, there is 2n− 1 nodes. The 
wavelet decomposition can be obtained at fourth level that means data 
in fourth level is used to extract the feature. 

2.1.3. Higher order statistics 
The higher order statistics (HOS) has importance in bio-medical 

signal processing field but first and second order statistics are not suf-
ficient for all the representing it. So that we used third and fourth order 
statistics for analysis. 

2.1.4. Statistical features 
For evaluating the feature decomposition of signal is an important 

step in signal processing. In our proposed scheme we are evaluating 
some statistical feature such as energy, mean, median, entropy, standard 
deviation, skewness, kurtosis, covariance and to create feature set [29, 
30]. The entire feature is evaluated in MATLAB software. Following are 
the standard equations used for evaluating feature based on Cab at 4th 
level of decomposition 

Following features are a set of statistical parameters to measure a 
distribution, 

Energy =
∑n

i=1
C2

ab (3) 

Standard Deviation 

σ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N
∑N

i=1
(xi − μ)2

√
√
√
√ (4) 

Mean 

M =
1
N

∑N− 1

i=1
Ai (5)  

2.1.4.1. Kurtosis. used to measure the data sharpness is peaked from 
ECG signal. In data set A1, A2, An 

KUR =

∑n
i=1(Ai − A)

N
/

SD4 (6)  

Where, A-mean, N-number of data points, SD-standard deviation 
Skewness 

SK =
ε(Cab − μa)3

σ3
a

(7) 

The coefficients Cab is the decomposition coefficient. Here i = 1, 2, 
…,i is the node number at 4th level of decomposition. N is the number of 
coefficients at the coefficients Cab is the decomposition coefficient. Here 
i = 1,2,…,l is the node number at 4th level of decomposition. N is the 

Fig. 2. Complete architecture of proposed model with IOT Platform.  
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number of coefficients. 

2.1.5. RR interval features 
We have picked RR interim data as the main time space includes in 

our investigation. Two RR interims are figured straightforwardly from 
the R areas named as past RR and post RR interims. Past RR is charac-
terized as the time remove among present and past R area while post RR 
is the time separate between current R area and the accompanying one 
[31].  

• Past RR, (RRi): The interval between ith R beat and past R beat.  
• Post RR RR(i+1): interval between ith R beat to next R beat.  
• Average of RR interval in 1-min, (RRi): Averaged RR interval of 1- 

min of ECG  
• Average 20-min RR interval, (RR20): average RR interval of 20-min 

ECG 

3. ECG beat classification model 

This section describes the ISVR classifier used for the ECG beats 
classification. 

3.1. ISVR classifier 

The Incremental Support Vector Regression (ISVR) utilizes indistin-
guishable working standards from the SVM for grouping, with just a 
couple of minor contrasts. As a matter of first importance, since yield is a 
genuine number it turns out to be extremely hard to anticipate the 
current data, which has vast prospects. On account of relapse, an edge of 
resistance (epsilon) is set in estimate to the SVM which would have just 
mentioned from the issue. In any case, other than this reality, there is 
additionally an increasingly confused explanation; the calculation is 
progressively entangled subsequently to be taken in thought. In any 
case, the primary thought is consistently the equivalent: to limit mistake, 
individualizing the hyper plane which expands the edge, remembering 
that piece of the blunder is endured [32]. In this research Incremental 
SVR approach is used to develop the regression model. The training data 
are delivered to adjust the proposed model parameters, at the same time 
as the take a look at data are used to evaluating the prediction accuracy 
of the proposed model. 

The complete description of ISVR techniques are given below.  

(1) Load the data set.  
(2) Data set can be placed in multi-dimensional function space and 

the data can be determined based on kernel function.  
(3) To search the linear relationship of data in multi-dimensional 

space to find another hyper-plan with large vector. 

Primarily, ISVR select the hyper-plan with maximum vector value 
between plan and both positive/negative points. Selection of Optimal 
hyper-plan is based on distance between data points and hyper-plan is 
maximum known as support vector. 

Given training data set 
(
a1 , b1

)
, …… 

(
an , bn

)
, pi ∈ { − 11} So we 

required to learn optimal hyper-plan w.a+ y = 0, with max margin 
equivalent to decision function f(x) = sign(w.a + y)

The objective function, 
Max 

∅(w) =
1
2
‖w‖2 → ṁin (8) 

ST constraint 

pi (wt . aiy) ≥ 1, i = 1, 2,…..N (9) 

The above Eq. (10) can be change into optimization problem so that 
can be solved by Lagrange multiplier technique. 

⎧
⎪⎪⎨

⎪⎪⎩

L(w, y, α) = 1
2
‖w‖2

−
∑N

i=1
∝i(pi(w.ai + y) − 1 )→

min

w, y

max

∝
∝i ≥ 0, i = 1, 2, 3,……N

(10) 

Apply partial derivatives with respect to w and y and we will get, 

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂
∂w

L(w, y,∝) = 0 ⇒w =
∑N

i=1
∝i, pi, ai

∂
∂y

L(w, y,∝) = 0 ⟹
∑N

i=1
∝i, pi

(11) 

Adding Eq. (12) into Eq. (11) and removes the variables w and y and 
we get dual optimization problem 

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Q(∝) =
∑N

i=1
∝i −

1
2
∑N

i=1

∑N

j=1
∝i∝jpipjaia

j →
max

∝

∝i ≥ 0 ∀ i = 1, ……..N and
∑N

i=1
∝ipi

(12) 

If input data is not linearly distinguishable, to find min. value, 

∅(w) =
1
2

wt. w + C
∑N

i=1
ξi→

min
w, y, ξ (13)  

ξ is slack variable It can be used for classification error and also mini-
mized. C is user defined penalty variable. Final function is as follows; 

w =
∑k

i=1
∝ipiai (14) 

It also written as, 

f (x) = sign

(
∑N

i=0
∝ipi(at.ai) + y

)

(15) 

The Eq. (16) shows the dot product two variables known as training 
and testing data set. Presents the kernel function to integrate the sample 
data with proposed mapping function [39]. Final function can be written 
as, 

f (x) = sign

(
∑N

i=0
∝ipi∅(at) . ∅(ai) + y

)

= sign

(
∑N

i=0
∝iyiF(atai) + b

)

(16) 

The Eq. (17) shows the kernel function F(atai). Our kernel function 
for proposed ISVR technique is as follows; 

F(atai) = exp(− γ ‖at − ai‖
2
) (17) 

Above Eq. (17) will be used in proposed classification which has 
better classification accuracy. 

To determine the performance of proposed model of ISVR classifier 
six parameters are used which is Sensitivity, Specificity, Accuracy, false 
positive rate, false negative rate and precision. All the parameters are 
calculated as follows. 

Sensitivity =
T P

(T P + F N)
(18)  
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Specificity =
T N

(T N + F P)
(19)  

Accuracy = (T P + T N)/(T P + F P + T N + F N) (20)  

FAR = (F P)/(F P + T N ) (21)  

FRR = (F N)/(T P + F N ) (22)  

Precision = (T P)/(T P + F P ) (23)  

Where, T_P is for the True Positive, T_N is for True Negative, F_N is for 
False Negative, F_P is for False positive, FAR is for false positive rate and 
FRR is for false negative rate. 

4. IOT platform 

In Fig. 2, display the complete system architecture but in this section 
it presents the functioning of IOT in the framework proposed. 

4.1. Hardware used 

4.1.1. Data acquisition 
The ECG signal is integrated with the circuit and used to amplify and 

filter ECG signal. CE 8232 is used for data acquisition connected to 
Arduino of ADC pins with 2.0 V to 3.5 V operational voltage. 

4.1.2. Raspberry pi 
The small sized raspberry pi is used with high specification in our 

proposed IOT based model. It has a core processor 32 bit 40 pin Quad 
with speed of 900 MHz. It has 4 USB port, 1 GB of memory (RAM), 
Ethernet port, and micro-SD port to store the OS and other files, and 5 V, 
2A to run low power consumption. 

4.1.3. Arduino uno 
microcontroller with 16 MHz clock frequency, 14 I/O pins, USB Port, 

and power supply. It has 10-bit ADC to digitize the ECG signals and 
transfer to Raspberry pi with sample rate 860 sps (samples per second). 
The Inter-Integrated Circuit (I2C) protocol is used for data transfer. 

Fig. 3. Normal ECG sample.  

Table 2 
Classify the MIT/BIH arrhythmia dataset into training sets.  

Beat Class Records Total 

N N 100, 101, 103, 105 400 
S SVP 109, 111, 207, 214 400 
V PVC 118, 124, 212, 231 400 
F VFN 106, 119, 200, 203 400 
Q FPN 209, 222 200 
Total 1800  

Fig. 4. Supra-ventricular premature ECG sample.  
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4.2. Controller section 

In this section, the signals coming from the signal processing section 
are given to controller section (Arduino Uno). Arduino Uno has been 
used for converting analog signal to digital signal [33,34]. The data is 
coming from the sensor and sent to Raspberry from Arduino Uno. For the 
internet connectivity, Wi-Fi Modem is connected to the Raspberry Pi and 
data is stored to the cloud as the Raspberry Pi is registered to the cloud 
[36–38]. 

4.3. IOT cloud 

The ECG signals are the transition of Wi-Fi linked to the Raspberry Pi 
from Raspberry Pi into the cloud. Data authorization, identity procedure 
has been ensured in such a way that the most effective authorized 
character would have access to the data of the person concerned [32]. 
ECG beats can be plotted for remote hospital doctor to view processing 
section. 

5. Result analysis 

The proposed method characterizes the five different classes 
ECG beat annotations: 
N - Normal 
S - Supraventricular Ectopic Beats 
V - Ventricular Ectopic beats 
F - Fusion of ventricular and normal 
Q - Fusion of Paced and Normal 
In this Experimental analysis, the MIT/BIH arrhythmia dataset is 

utilized for validate the proposed Method. The database contains 
comment for both planning data and beat class data checked by free 
specialists. This dataset to create a five different beats categories in 
according to the Association for the advancement of Medical Instru-
mentation (AAMI) [21–41]. The Table 1 represents the summary of 
mapping beat classification per ANSI/AAMI EC57:1998 standard data-
base. The Complete MIT-BIH arrhythmia dataset has been classified into 
1800 samples of training sets as shown in Table 2. 

Table 2 shows the record. Each record has unique number and this 
number shows the specific set of characteristics of ECG [40]. N class for 
400 samples is obtained from 100, 101, 103 and 105 records. For APC 
class, 400 samples are obtained from 109, 111, 207 and 214 records. For 
VFN class, 400 samples of are obtained from 118, 124, 212 and 231 
records. For PVC class, 400 samples are obtained from 106, 119, 200 and 
203 records. Finally, for FPN class 200 samples are obtained from 209 
and 222 records. 

Following the sampling and pre-processing of ECG signals a complete 
of 1800 samples of ECG beats is needed. It is proposed that each ECG 
beat be grouped into the five heartbeats accompanying it composes: N S, 
V F, and Q beats. 

5.1. N: normal 

From Fig. 3, ECG signals we extract Time and Frequency based fea-
tures. Those features are classified using ISVR. 

5.1.1. S-Beat 
Supraventricular untimely beats speak to untimely actuation of the 

atria from a site other than the sinus hub and can begin from the atria or 
the atrio ventricular hub (called junctional untimely beats), however by 
far most are atrial in cause. 

Fig. 6. Fusion of ventricular and normal ECG sample.  

Fig. 7. Fusion of paced and normal ECG sample.  

Fig. 5. Premature ventricular contraction ECG Sample.  
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Fig. 4 shows the Supra-Ventricular Premature signal to extract the 
Time and frequency based feature and classify those feature using ISVR. 

5.1.2. V-Beat 
Premature ventricular complexes/contractions (PVCs; also referred 

to a premature ventricular beats, premature ventricular depolarization, 
or ventricular extra systoles) are triggered from the ventricular 
myocardium in a variety of situations. PVCs are common and occur in a 
broad spectrum of the population. Premature Ventricular Contraction 
ECG sample from combined dataset is shown Fig. 5. 

Fig. 5 shows the Premature ventricular contraction signal to extract 
the Time and frequency based feature and classify those feature using 
ISVR. 

5.1.3. F: Fusion of ventricular and normal 
A fusion beat occurs at the point when electrical driving forces from 

various sources follow up on a similar area of the heart simultaneously. 
In the event that it follows up on the ventricular chambers it is known as 
a ventricular combination beat, while impacting flows in the atrial 
chambers produce atrial combination beats. 

Fig. 6 shows the Fusion of Ventricular and Normal signal to extract 
the Time and frequency based feature and classify those feature using 
ISVR. 

5.1.4. Q: fusion of paced and normal 
A pacemaker combination beat happens when the natural beat and 

pacemaker improvement beat somewhat depolarize the ventricles a 
hybrid QRS complex. 

Fig. 7 shows the Fusion of Paced and Normal signal to extract the 
Time and frequency based feature and classify those feature using ISVR. 

5.2. Performance analysis classes 

Table 3 shows the comparing performance of ECG beats based on 
proposed ISVR method. The result shows that specificity, sensitivity, 
positive prediction and false prediction rate of arrhythmia detection 
obtained better results by the suggested method. While accuracy mea-
sures the overall system performance over the selected classes of beats, 
the other metrics are specific to each class and they measure the ability 
of the classification algorithm. 

5.3. Time domain feature vector 

Table 4 shows estimate the various feature of ECG beats in time 
domain vector. 

5.4. Frequency domain feature vector 

Table 5 shows estimate the various feature of ECG beats in frequency 
domain vector. 

In this investigation observed in other useful fields i.e. Incremental 
SVR based on the Wavelet transform and HOS as compared to various 
classifiers that deal with feature space of large dimensionality. The 
Table 6 shows the various classifier accuracies result with the proposed 
ISVR classifier. The overall accuracies achieved with the proposed ISVR 
classifier are equal to 98%. This result is better than those achieved by 
the GSNN, KPCA-SVR and SVM. Comparison of the proposed systems 
built in this research with similar systems work in literature is a tedious 
task because each author used different methods of classification, types 
of arrhythmia, classification of arrhythmia, types of dataset and system 
performance. Fig. 8 demonstrates the comparative study of the method 
proposed with other classifier techniques. All the techniques for the 
classification were working well. The best performance of accuracy in 
classification is calculated using an ISVR method [35,42]. 

6. Discussion 

A few investigations have tended to this issue by presenting various 
strategies. Berdakh Abibullaev et al. (2010) has recognized an approach 
for detection and classification of cardiac arrhythmias based on SVM but 
this research work has indicated less accuracy as compare to our pro-
posed scheme with regards to the classification of cardiovascular ar-
rhythmias except if they are constrained in light of the utilization of 
SVM. Miquel Alfaras et al. (2019) propose a technique for fast ECG 
arrhythmia classification based on machine learning from MIT-BIH 
database used for classification but has not applicable to real-time 
application. Yakup Kutlu et al. (2012) describes feature extraction 
based on the HOS and wavelet transforms techniques. The performance 
accuracy is measured based on the sensitivity, specificity and selectivity 
of 90%, 92% and 98% respectively. But the outcomes show up extremely 
constrained contrasted with the professional requirements for 
arrhythmia recognition. This Stage our work doesn’t have impediments 
in examined information presented a statistical features and the created 
symptomatic methodology has a few favorable circumstances in contrast 
with past works. 

The feature extraction mechanism is proposed to extract the effective 
features for ECG recognition and to implement for continuous patient 
monitoring on the IOT-based platform. The ECG data is sampled from 
the MIT-BIH arrhythmia dataset and the data is pre-processed with cut- 
off frequency using high pass filter. The various features for classifying 
ECG beats have been proposed in the literature. The classification 

Table 4 
Time domain feature.  

Class F1 F2 F3 F4 F5 F6 F7 F8 F9 F10  
Mean Variance Std. deviation Skewness Kurtosis Inst amplitude Range Modulated amplitude Max freq RR interval 

N-Normal 0.00070 1283.5 35.826 5.0614 33.494 0.0290 777.01 4.17e+08 1189.10 257.87 
S-SVP 0.00153 4458.62 66.772 3.4610 18.043 0.0237 624.14 1.45E+09 7635.45 344.37 
V-PVC 0.00037 1080.72 32.874 1.7510 10.391 0.0062 354.19 3.51E+08 4162.32 260.62 
F-VFN 4.7E-05 4072.35 63.814 4.0384 24.124 0.0059 985.05 1.32E+09 3688.40 270.00 
Q-FPN 0.00120 10189.7 100.94 3.9727 22.174 0.2092 1333.90 3.31E+09 11400.3 259.62  

Table 3 
Performance analysis of ECG beats.  

Class Accuracy Sensitivity Specificity FAR FRR Precision 

N-Normal 0.984000 0.92 0.988571 0.005747 0.148148 0.92 
S-SVP 0.986667 0.88 0.994286 0.008547 0.083333 0.88 
V-PVC 0.989333 0.88 0.997143 0.008523 0.043478 0.88 
F-VFN 0.986667 0.88 0.994286 0.008547 0.083333 0.88 
Q-FPN 0.986667 0.88 0.994286 0.008547 0.083333 0.88  
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performance of ECG beats depends on the extraction of features, the 
reduction of features and the algorithm for classification. As the results 
obtained clearly indicate, ECG beats classification technique based on 
Incremental SVR feature extraction to improve accuracy, sensitivity, 
specificity and precision. This improvement may be caused by good 
Incremental SVR classifier performance. 

7. Conclusion 

In this paper the Incremental support vector regression based on 
wavelet and HOS can be effectively applied and to achieve a reasonable 
degree of accuracy for the detection of cardiac arrhythmia. An efficient 
Incremental Support Vector Regression based ECG classification system 
is proposed to carry out automatic ECG arrhythmia detection by classify 
the patient’s ECG into corresponding five kinds of cardiac arrhythmia 
condition such as Normal, Supraventricular Ectopic, Ventricular 
Ectopic, Fusion of ventricular and normal and Fusion of Paced and 
Normal beats and implement it on an IOT based embedded platform. For 
pre-processing the ECG signal, the high pass filter with the cut-off fre-
quency 0.5 to 0.6 Hz is used and the noise interference is reduced. The 
proposed model uses the cardiac arrhythmia dataset MIT-BIT for the 
classification of the ECG signals. ISVR classifier efficiency is calculated 
by their accuracy, sensitivity, specificity, False Positive Rate, False 
Negative Rate and Precision. We also estimate some statistical feature in 
time and frequency domain. The findings show that the proposed al-
gorithm is successful in predicting cardiac arrhythmias, with a 98% that 
is higher than other approaches. The basic idea of the proposed frame-
work is to give patients better and better welfare administrations by 
executing cloud system data with the goal that the specialists use this 
information and provide a quick and productive solution. 
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Table 6 
Accuracy of different classifier.  

Class ISVR SVM GSNN KPCA-SVR 

N-Normal 98.4000 95.4167 98.2200 97.4000 
S-SVP 98.6667 94.1667 96.3300 96.1300 
V-PVC 98.9333 94.5833 98.2100 97.9300 
F-VFN 98.6667 94.5833 97.2400 97.9600 
Q-FPN 98.6667 94.5833 98.2300 93.9300  

Fig. 8. Graphical representation of proposed ISVR classifier with 
other classifier. 
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Abstract— Brain tumor has a low survival rate and also affect 
a patient’s social life. Early detection and further treatment of 
the abnormal growth of mass is a significant step during 
treatment to restrict the progression. MR image screening by 
the medical expert is a time-consuming and tedious task. This 
paper presents the development of computer-aided tool to 
detect brain tumor images. The proposed algorithm employs 
monogenic wavelet phase-encoded features for tumor 
detection. Phase component of the monogenic wavelet 
efficiently extracts the structural information from the input 
magnetic resonance images. The dimensionality of CLBP 
textural descriptors extracted from the phase component is 
further reduced using neighborhood component analysis 
feature selection. Finally, the support vector machine classifies 
the test magnetic resonance image as healthy or abnormal.  
The proposed approach is evaluated using two popular MR 
imaging databases and simulation results show enhanced 
performance compared to other existing algorithms.  
Keywords—– Brain tumor detection Monogenic wavelet phase 
encoding Neighborhood component analysis, CLBP features. 

I. INTRODUCTION 

Different medical imaging plays a significant role to 
detect and classify brain tumors. Magnetic resonance 
imaging (MRI) is a popular choice by the medical 
practitioners for identifying brain abnormalities. Although, 
other types of modalities are also available and used for a 
diagnosis like computer tomography (CT) and positron 
emission tomography (PET) imaging. Brain diagnosis 
problems are primarily addressed using the MR imaging 
type. Recent studies are focused on application image 
processing algorithms for automatic detection and 
classification of brain tumors in different categories like 
benign and malignant.  

  In India, 5 to 10 individuals out of 100,000 are 
suffering from CNS brain tumors and about 40% caners 
spread to the brain [1]. Brain tumor has a low survival rate 
and affects seriously on patients social and professional life. 
The Brain tumor is abnormal growth which creates a mass 
in the brain portion.  Early detection of abnormal growth of 
a tissue mass is critical for the diagnosis and patient 
treatment. Manual analysis of magnetic resonance images is 
laborious and subjective. So, MR imaging-based computer 
based automatic detection and classification algorithms for 
tumor detection has been proposed [2].  

In this paper, a monogenic wavelet phase-encoded 
texture descriptor-based technique for brain tumor image 
detection is proposed. The algorithm classifies an input 
magnetic resonance image as normal or cancerous. In the 
first step, the input MR image is pre-processed to remove 
the noise and further enhanced by applying filtering 
techniques before monogenic wavelet signal analysis. 
During the second step, filtered and enhanced image is 

applied to monogenic wavelet signal analysis and phase 
component is extracted. The third step involves the 
extraction of Completed local binary pattern (CLBP) texture 
descriptors from all the sub-bands of the monogenic wavelet 
phase component.  

In the fourth step, neighbourhood component analysis 
(NCA) feature selection is employed to choose the most 
relevant and to discard redundant features thereby reducing 
the feature vector dimensionality. NCA is a filter technique 
to select the most powerful features from a large pool of 
input features. Finally, a healthy or abnormal MR image 
decision is done using the support vector machine (SVM) 
classifier. The algorithm is validated using two most widely 
used and publicly available databases: (a) e-health 
laboratory dataset and (b) Harvard medical laboratory 
dataset. The proposed algorithm evaluation is presented in 
terms of sensitivity, specificity, precision, accuracy, and F1-
score.    

The paper is organized as follows. Recent brain tumor 
detection in MR images techniques are briefed in section II. 
The proposed brain tumor detection method using 
monogenic wavelet phase encoding is presented in section 
III. Section IV explains monogenic wavelet analysis, CLBP 
descriptor and NCA feature selection approach in brief. 
Experimental results are presented in section V. Finally, 
section VI concludes the article. 

II. PRIOR WORK 

A variety of approaches are developed for abnormal 
brain tumor image detection by researchers in the last two 
decades. Multiresolution analysis methods using discrete 
wavelet transform (DWT), shearlet and curvelet transform 
for capturing abnormal signatures from the MR images are 
proposed in [3].  Particle swarm optimization (PSO) based 
feature selection approach is employed and the optimal 
feature set is classified by SVM classifier attaining 97.38% 
classification rate. The input image is first filtered using 
Weiner filter and local binary pattern (LBP), and Gabor 
wavelet transform (GWT) features are extracted in [4].   

A generative progressive growing GAN along with the 
convolutional neural network (CNN) is combined for brain 
tumor image detection in [5]. Enhanced performance is 
obtained with data augmentation technique resulting in 
91.08% detection accuracy using the deep learning 
framework.  Geometrical and shape features like local 
ternary (LT) and quinary patterns (LQ) are extracted for 
brain tumor detection in [6]. SVM and k-nearest neighbor 
(KNN) classifiers achieved 97.5% detection accuracy using 
parabola descriptors. Distinct regions are obtained from the 
magnetic resonance images by utilizing k-means clustering 
technique and textural features are extracted in [7]. Finally, 
the artificial neural network (ANN) based classification 



achieved 94.07% accuracy. Post-processing enhancement 
strategy is employed in the work to enhance the accuracy 
rate.      

After segmenting the enhanced image by implementing 
binomial mean and other statistical parameters, geometric 
and textural descriptors are extracted from the input MR 
images for tumor detection is developed in [8]. The Genetic 
Algorithm (GA) based feature selection algorithm is used to 
select the discriminating features and fed to SVM classifier 
resulting in 90% classification rate. In [9], the input MR 
image is first decomposed using DWT and only high-energy 
sub-band is selected. High variance descriptors are then 
extracted from this sub-band and fed to ANN for the 
classification producing the detection rate of 99.7%.   

Abnormal tissue detection and analysis algorithm using 
partial differential diffusion-filter (PDDF) and a 
combination of LBP and CLBP are illustrated in [10]. The 
proposed algorithm distinguishes tumor and healthy MR 
images with 96.6% accuracy.   Input MR images are divided 
into various slices first, then Adaptive Convex-Region 
Contour (ACRC) algorithm and SVM classifier are 
employed for normal or abnormal brain image in [11]. 2D 
image slices are reconstructed into 3D form for better 
visualization in the work. The difficulty of low detection 
accuracy because of low contrast and non-illumination MR 
images is addressed in [12].  In the proposed method, input 
MR images are first enhanced and LBP features are 
extracted and fed to the IDSS classifier. The algorithm also 
compares different classifiers including k-NN, ANFIS, 
SVM, and ANN.  

To segment and detect brain tumors from magnetic 
resonance images a deep learning algorithm is proposed in 
[13]. The method first pre-processes input images and a 
hybrid convolutional neural network (CNN) is employed. 
The algorithm effectively detects test images as healthy or 
containing tumor.  GLCM and DWT features are extracted 
from the input image and classification of the tumor is done 
using CNN in [14].  A combination of the ANN and the c-
means clustering model is developed for brain tumor 
detection [15].  GLRLM features are extracted after 
clustering operation for the classification task. 

III. PROPOSED APPROACH FOR BRAIN TUMOR DETECTION 

USING MONOGENIC WAVELET PHASE-ENCODED FEATURES 

Phase encoded discrimination details in the form of 
textural features are extracted after monogenic wavelet 
decomposition for the detection of tumor image. The 
detailed architecture of the proposed approach is shown in 
Fig. 1.  Magnetic resonance images are first filtered to 
remove the noise and further enhanced in the pre-processing 
stage. Phase component of the enhanced MR image is 
acquired after the monogenic wavelet decomposition. All 
the phase components are employed for the feature 
extraction process. CLBP is a popular texture descriptor 
used in a variety of image processing applications. From 
each of the phase sub-band, CLBP features are extracted 
representing abnormalities and variations present in the 
abnormal tumor image. 
  To reduce the feature vector dimensionality and to 
choose the most relevant CLBP descriptors from a pool of 
large feature set, neighborhood component analysis based 
feature selection is employed in this work. The optimal 

feature set generated by NCA is then fed to support vector 
machine classifier. The SVM output is a binary decision 
assigning the label to the test image as healthy or abnormal 
containing the tumor.   The proposed algorithm is validated 
using two widely used MR image databases: e-health 
laboratory and Harvard medical-laboratory. 
 

 
Fig. 1. Monogenic wavelet phase-encoded features based brain tumor 

image detection architecture. 

IV. FEATURE EXTRACTION AND SELECTION  

A. Pre-processing 

MR imaging pre-processing is an influential task to 
minimize image degradation and in turn to enhance the 
classification accuracy. In this step, the input image is first 
resized into 256 × 256 spatial resolution. Resized samples 
are then converted into grayscale images before the feature 
extraction process. To remove the noise present in the image, 
the median filtering is applied. Finally, the filtered image 
contrast is enhanced using Contrast limited adaptive-
histogram equalization (CLAHE).   

 
B. Monogenic wavelet based phase encoding 

Monogenic signal image analysis is based on the 
analytic signal concept and it generates rotation-invariant 
amplitude, phase, and orientation components [16]. A two-
dimensional image is convolved with a quadrature filter 
creating the local phase, orientation, and energy components 
[17]. 2-D Riesz transform is defined as, 

                             (1) 

  
Where  is the input signal and , filter 
responses in 2 dimensions are represented as  and . 



Monogenic signal of an image f(i) is obtained from the 
Riesz transform as, 
                     
         (2) 
f(i) is the real component of the monogenic signal, and  
and  are imagery parts. The input MR image can be 
decomposed into three components: (1) local phase (2) local 
amplitude and (3) local orientation, using these real and 
imaginary parts of the monogenic signal. Various 
monogenic components are computed as, 

(1) Local amplitude  

(2) Local phase  

(3) Local orientation  

In the above equation,  represents the local energy 
contents,  shows structural details and geometric 
information is contained in . 
 
C. Completed LBP descriptors 
 In the next stage, CLBP textural features are extracted 
from all the phase components of the monogenic signal. 
CLBP is a powerful texture descriptor generated by 
combining sign, magnitude, and average components locally 
and used in a variety of image and signal processing 
applications [18]-[19].  The computation of sign and 
magnitude component contributes to additional local 
textural information as compared to the original LBP. The 
final coded CLBP histogram includes all three components. 
A detailed description of CLBP computation is described in 
[20].  
 
D. Neighborhood component Analysis feature selection: 

Feature selection is a principal step in machine 
learning algorithms to choose relevant features and to 
remove non-discriminating features. Feature selection 
approaches are divided into three types: (a) filter methods 
(b) wrapper methods and (c) hybrid methods [21]. The 
neighborhood component analysis (NCA) algorithm belongs 
to the filter method.  
 NCA is a feature weighting strategy for optimal 
feature subset selection. It uses objective function 
maximization criteria by evaluating overage classification 
accuracy over the training samples. Nearest neighbor 
classifier optimization generates the final weighting vector 
from the training data. The final weighting vector 
corresponding to the feature set is produced without any 
parametric assumption of the data under consideration and 
useful in multi-class problems. The objective function in 
NCA is defined as [22], 

                   
 (3) 
Where  is the regularization parameter,  is the 
probability of correct classification of ith sample,  is the 
weight vector. As the NCA assigns weight to each of the 
training samples, threshold T is set during the experiment to 
select the most relevant features.  
 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

 This section presents the simulation results and 
discussion. Experimental settings and dataset used are 

described first and later classification results with and 
without feature selection approach are presented.  50 healthy 
and 64 images with tumors are selected from the e-Health 
laboratory dataset [23] and Harvard medical laboratory [24]. 
Sample healthy and tumor images are shown in Fig. 2. 
 

 
 
 

Fig. 2 Sample images from the database containing healthy and tumor 
samples. 

 
 As discussed in section III, selected MR images are pre-
processed first. In the median filtering, neighborhood size is 
set to 3 × 3. Clip limit is selected as 0.001 while 
implementing the CLAHE algorithm. A lower clip limit is 
desirable to achieve better enhancement. Monogenic 
wavelets can be implemented using a variety of filters. In 
this work, the log-Gabor filter type is employed with a 0.55 
shape parameter. Fig. 3 depicts even and odd parts of the 
frequency domain filters. 
 

 
 

Fig. 3 Even and odd parts of the frequency domain filter.  
 
 The neighborhood component analysis approach is a 
weighting algorithm that assigns weight to an individual 
feature from the training data. Hence, a threshold-based 
approach is essential to extract relevant features. In this 
study, threshold T is selected experimentally. The support 
vector machine classifier is implemented using the Lib-
SVM package [25]. Radial basis function (RBF) is used as a 
kernel function in SVM. Best values of cost parameter (C) 
and gamma ɤ are obtained using 5-fold cross-validation.    
 The first experiment involves individual phase-encoded 
feature evaluation using different sub-bands.  Table I shows 



sensitivity, specificity, precision, F1-score, and accuracy 
obtained using SVM classifier with and without NCA 
feature selection. RBF kernel function is used during SVM 
implementation. The first and third phase-encoded 
descriptors contribute higher as compared to the second 
descriptor. It is important to note that, in the first and second 
component the accuracy remained the same even after NCA 
feature selection. However, in the first case the feature 
vector dimension was reduced from 118 to 30 and in the 
second case to 72. So, NCA is a powerful feature selection 
algorithm that reduces the dimensionality of the feature set.   
 

TABLE I 
DIFFERENT PARAMETER EVALUATION USING INDIVIDUAL PHASE-ENCODED 

COMPONENT WITH AND WITHOUT FEATURE SELECTION. 
Features NCA Sensiti

vity 
Spec
ificit
y 

Prec
ision 

F1 Accurac
y 

Monogenic 
wavelet 
phase 
component 
1 

Yes 100 86.6
7 

86.6
7 

0.92
67 

93.33 

No 100 86.6
7 

86.6
7 

0.92
67 

93.33 

Monogenic 
wavelet 
phase 
component 
2 

Yes 69.23 93.3
3 

90 0.78
26 

92.82 

No 69.23 93.3
3 

90 0.78
26 

92.82 

Monogenic 
wavelet 
phase 
component 
3 

Yes 92.31 93.3
3 

92.3
1 

0.92
31 

92.82 

No 92.31 100 100 0.96 96.75 

 
 The second experiment involves the fusion of all the 
three phase components and evaluation of the parameters. 
Table II depicts various performance evaluation parameters 
obtained using RBF-SVM with and without feature 
selection technique. As it can be seen from table II that the 
highest accuracy is attained by applying neighbourhood 
component analysis feature selection. After NCA, the final 
feature vector length recorded was 54. Hence, the phase 
component of the monogenic wavelet efficiently extracts the 
structural information from the input magnetic resonance 
images useful for the classification task. It is interesting to 
note here that, this experiment uses only monogenic phase-
encoded features without the inclusion of energy and 
orientation components. 
 

TABLE II 
DIFFERENT PARAMETER EVALUATION USING THE FUSION OF PHASE-
ENCODED COMPONENTS WITH AND WITHOUT FEATURE SELECTION. 

 NCA Sensitivit
y 

Specifi
city 

Precisi
on 

F1 Accur
acy 

Fusion 
of 
monogen
ic 
wavelet 
phase 
compone
nt  

Yes 100 100 100 1 100 

No 92.86 100 100 0.9
63 

96.43 

 
   As discussed in section IV, the 
neighborhood component analysis approach is employed for 
feature selection. NCA is a feature weighting technique that 
assigns weight to an individual feature from the training 
data. The weighted features are ranked according to the 

individual weight in this study. Different threshold T is set 
and the accuracy rate is computed. Figure 4 illustrates 
different NCA thresholds  and its corresponding 
classification accuracy. It is evident from figure 4 that the 
classification rate is significantly enhanced after the 
threshold value T5.    
 

 
Fig. 4 Effect of feature selection using different threshold values on the 

classification accuracy. 
 

 The proposed monogenic wavelet phase-encoded MR 
brain tumor image detection algorithm is compared to other 
existing algorithms. Table III shows the comparison of 
various algorithms with the proposed monogenic wavelet 
phased encoding approach. It is clear from table III that, 
phase components accurately extracts abnormality details 
from the input image useful for the classification task. It is 
also interesting to note that transform domain feature 
extraction techniques perform better as compared to spatial 
domain features.     

TABLE III 
COMPARISON OF THE PROPOSED APPROACH WITH OTHER EXISTING 

ALGORITHMS. 
 
Method Features Classifier Accuracy 

(%) 
[3]  Textural features from 

wavelet, curvelet and shearlet 
transform 

PSO-SVM 97.38 

[4]  LBP and Gabor wavelet 
function 

KNN 98 

[6] Local Ternary Pattern (LTPs) 
and Local Quinary Patterns 
(LQPs) 

SVM & 
KNN 

97.5 

[7] k-means clustering ANN 94.07 
[8] Geometric and four texture 

features 
SVM 99.99 

[9] Energy and variance features 
from DWT sub-bands 

ANN 99.7 

Proposed Monogenic wavelet phased 
encoded features 

SVM 100 

 

VI. CONCLUSION 

 The efficient extraction of structural information by the 
monogenic wavelet phase components is presented for brain 
tumor image detection. The proposed algorithm detects 
input test MR image as healthy or containing tumor with 
high accuracy evaluated using two popular magnetic 
resonance imaging datasets. Additionally, neighborhood 
component analysis reduces the feature vector 



dimensionality with affecting the classification rate 
considerably. The method performs better as compared to 
other similar brain tumor detection algorithms. Future 
analysis includes effect of the monogenic wavelet energy 
and orientation components on the detection rate. 
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Abstract: 

The field of medical imaging advances so rapidly that all of those working in it, scientists, 
engineers, physicians, educators and others, need to frequently update their knowledge in 
order to stay abreast of developments. While computer engineering play a crucial role in this, 
more extensive, integrative research of image processing that connect fundamental principles 
and advances in algorithms and techniques to practical applications are essential.We focused 
on development of new medical imaging techniques which can serve the medical society. 

 Treatment protocols for malignant tumors generally call for surgical removal followed 
by tumor-bed irradiation. Irradiation ideally affects the tumor volume while limiting damage 
to surrounding normal tissues, this required accurate determination of 3-D treatment volumes. 

 Accurate tumor segmentation provides doctors with a basis for surgical planning. 
Moreover, brain tumor segmentation need to extract different tumor tissues from normal 
tissues which is a big challenge because tumor structures vary considerably across patients in 
terms of size, extension, and localization. 

 We need methodology to reconstruct image to refine boundary of objects present 
image. Proposed methodology shows clearvisibility of tumor growth along with anti-aliasing 
element which eliminates blood, plasma, fluid impurities and focuses over brain tumor 
affected area and assists the surgeon during actual surgery. 

1. Background: 

 We will consider a base as a super 
sampling anti-aliasing (SSAA), also called 
full-scene anti-aliasing (FSAA), is used to 
avoid aliasing on full-screen images. Due 
to its tremendous computational cost and 
the advent of multi-sample anti-aliasing 
(MSAA) support on GPUs, it is no longer 
widely used in real time applications. 
MSAA provides somewhat lower graphic 
quality, but also tremendous savings in 
computational power. 

The resulting image of SSAA may 
seem softer, and should also appear more 

realistic. However, while useful for photo-
like images, a simple anti-aliasing 
approach may actually worsen the 
appearance of some types of line art or 
diagrams, especially where most lines are 
horizontal or vertical. In these cases, a 
prior grid-fitting step may be useful. 

In general, super-sampling is a 
technique of collecting data points at a 
greater resolution (usually by a power of 
two) than the final data resolution. These 
data points are then combined (down-
sampled) to the desired resolution, often 
just by a simple average. The combined 
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data points have less visible aliasing 
artefacts.  

Automated classification is 
encouraged by the need for high accuracy 
in dealing with a human life. Detection of 
brain tumor is a challenging problem due 
to the high diversity in tumor appearance 
and ambiguous tumor boundaries. MRI 
images are chosen for the detection of 
brain tumors as they are used in the 
determination of soft tissues. 

The most precious field in digital 
image processing is diagnosing the internal 
activities of human body. Brain is one of 
the critical part in human body. In the 
current era cancer is a challenging in 
medical field. Identification of tumor in 
brain is very difficult. Segmentation is a 
kind of method in digital image processing 
used to divide the image into number of 
parts with specific regions. 

Researches on classification for 
brain tumor from MRI image had been 
done extensively, yet there is still room for 
improvement. Anti-aliasing methods 
mentioned above will not work for medical 
imaging used for surgery. At first need to 
select features for pixel sampling. Many 
approaches had been focused on image 
segmentation and classification algorithm, 
yet little number of researches done on 
feature selection. Domain knowledge of 
medical science can be gained from 
medical practitioners to define 
characteristics of tissue of tumor and 
normal tissues. Images can be taken which 
don’t have copyright. 

In medical field, image fusion is a 
significant role analyzed the brain tumor 
which can able to get exact location and 
boundary of cancerous or noncancerous 
region. It is the method in which many 
images are integrated to a similar view into 
single fused image. This image is to 
decrease the uncertain and minimize the 
redundancy while extracting all the useful 

information through the input source 
images. The image fusion system is the 
combination of multi-images with relative 
data into single image. This method can be 
used to notice the brain tumor by 
combining T1 and T2 MRI slice images. 
Tumor segmentation is done using the 
level set segmentation method. Then the 
feature extraction is done with the 
complete local binary pattern approach and 
pyramid HOG approach. ART classifier 
can also used to classify the brain tumor to 
malignant or benign. Accurate and reliable 
brain tumor segmentation is a critical 
component in cancer diagnosis, treatment 
planning, and treatment outcome 
evaluation. 

A variety of approaches exist for 
brain extraction from 3D medical images, 
but they are frequently only designed to 
perform brain extraction from images 
without strong pathologies. Extracting the 
brain from images exhibiting strong 
pathologies, for example, the presence of a 
brain tumor or of a traumatic brain injury 
(TBI) is challenging. In such cases, tissue 
appearance may substantially deviate from 
normal tissue appearance and hence 
violates algorithmic assumptions for 
standard approaches to brain extraction 
consequently 

2. Motivation: 
Computer processing and analysis 

of medical images covers a broad number 
of potential topic areas, including image 
acquisition,image 
formation/reconstruction, image 
enhancement, image compression and 
storage, image analysis, and image-based 
visualization. Furthermore, we need the 
research efforts related to these 
methodologies are the key elements of 
solutions to more systems-oriented 
problems. Such problems include image-
guided surgery/intervention, atlas-based 
description of entire anatomical regions, 
deformation analysis based on 
biomechanical and other models, and 
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visualization of anatomical and 
physiological processes. 

 
 
Objectives of this research work 

are to image enhancement and 
segmentation for cancerous and normal 
medical image data, anti-aliasing 
framework will be designed and 
implemented. 

3.Methodology: 
Segmentation task is different from 

classification task because it requires 
predicting a class for each pixel of the 
input image, instead of only one class for 
the whole input. Fully Convolutional 
Networks (FCNs) owe their name to their 
architecture, which is built only from 
locally connected layers, such as 
convolution, pooling and up sampling. 
Note that no dense layer is used in this 
kind of architecture. This reduces the 
number of parameters and computation 
time. 

The size of the images varies. We 
use data augmentation for training, as 
specified in the default arguments in the 
code given below. The data augmentation 
is necessary for training with batch size 
greater in order to have same image size 
with a random cropping. For validation 
and test sets with exact results, full dataset 
training is required for performance 
evaluation which takes many days to run 
and overshoots memory problems. 

The proposed research intended for 
classification of different levels of tumor 
as T1, T2, T1ce and Fluid Attenuated 
Inversion Recovery (FLAIR). At the time 
of MRI accumulation, even though may 
differ by system to system, about 150 
slices of 2D images are actually generated 
to symbolize the 3D brain volume level. 
The moment when the slices of the needed 
typical techniques are put together for 
analysis of the data becomes somewhat 
complex. T1 images are actually utilized 
for differentiating healthier cells, while T2 
images are actually utilized to represent 

the edema area which in turn generates 
idealistic indication around the image. In 
T1ce graphics, the tumor boundary can 
simply be recognized through white-colour 
signal from the accrued distinction element 
inside the effective cell area of the tumor 
cells. As necrotic microscopic cells usually 
do not have interaction with the entire 
comparison agent, these may be noticed by 
extreme component of the tumor foremost 
developing it feasible to conveniently 
segment all of them by the productive cell 
areas within the comparable pattern. In 
FLAIR images, indication of water 
compounds are covered up which usually 
assists in differentiating edema area 
through the Cerebrospinal Fluid (CSF). 

The proposed research 
methodology is a simulation development. 
Convolution Neural Networks (CNN) is 
amongst the alternatives of neural systems 
utilized intensely in the discipline of 
Computer system Vision. It was 
introduced their identity by the variation of 
obscured layers that is composed of the 
obscured layers of the CNN ordinarily 
comprise of convolution and pooling 
layers. Right here it basically suggests that 
rather of applying the typical initialization 
features described earlier, convolution and 
as well, pooling features are actually 
employed as acceleration operates. 

 Convolution works upon pair of 
images in case of 2D image where 1 
considered as the “input” graphic and so 

the rest as a “filters” for the input image, 

generating a result graphic so convolution 
requires pair of images as input and so 
delivers a final as end result. Pooling is 
usually a group centred discretization 
procedure. The goal is always to reducing-
group an input manifestation minimizing 
its proportions and enabling for 
presumptions to become relating to 
features comprised within the sub-areas. 
Therefore since one can easily observe 
Convolution Neural Networking i.e. CNN 
is fundamentally a deep neural networking 
which generally is composed of covered 
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layers keeping convolution and so pooling 
capabilities in companion to theinitial 
function for producing nonlinear output. 

 

Figure 1–Block diagram of deep learning 
layers 

4 Proposed Methodology 

We shared our experimental results 
with team of ten medical professionals to 
validate present research, two radiologists, 
five surgeons and three anaesthetists 
studied and validated the usability of 
present research.  Most of these team 
members have been in specialty practice 
and carried out processes at the hospital in 
Maharashtra State region in India. 

Original Image Output Image 

 
(Source: Nature 
Medicine,2012) 

 

 
(Source: Online) 

 

 
(Source: 

www.article.wn.co
m,2016) 

 

 

Figure -2: Brain tumor surgical Image 
testing with DTR Adapter Module 

The team tested real-time images 
and processed it with DTR with our 
assistance. The results are positive and can 
be recommended for medical imaging 
during surgical image captures. As of now, 
the output shows clear visibility of tumor 
growth, and surgeons can remove the 
tumor but, it is important to make sure that 
tumor is removed perfectly.  

Considering that the studies are 
produced in a very organized structure, we 
used images captured during 
neuroendoscopy. The anti-aliasing element 
eliminates blood, plasma, fluid impurities 
and focuses over brain tumor affected area 
and assists the surgeon during actual 
surgery. Further, this defogged image 
output can be treated with “tumor routing” 

algorithm. We also analyzed offline 
method; the benefit of using defogged MR 
image instead of original MR image is that 
defogged image gives accurate positioning 
of tumor dimensions as shown using 
graphs in figure above.  
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The graphical representation shows 
the vertical and horizontal position of the 
tumor. With knowledge of graphical 
representation, the surgeon can able to 
visualize live image during surgery.  Also 
in the case of MRI, if further image 
streaming is developed, the surgeon may 
check how much tumor is removed, and by 
using graph location he/she can identify 
which part of the tumor needs to remove. 
When both points on each graph overlaps 
it means tumor removal is successful by 
tumor routing i.e. the process of step by 
step tumor removal. 

Algorithm 1: Anti-Aliasing  

1. Input MRI image which was captured 
before or after surgery to know the vertical 
state of tumor growth. We can use MRI 
image too, but the aim of the present 
module is to show the overall volume of 
the skeleton to identify the volumetric 
impact of the tumor. 

2. Compute main pixel window (horizontal 
plane) for MRI image 

3. Compute main pixel window (vertical 
plane) for MRI image. 

4. Store horizontal and vertical window 
boundary pixels location in array-1 and 
array-2  

5. Calculate high-intensity pixel for 
vertical count  

6. Route through vertical pixels and Join 
high-intensity points  

7. Stores it as a vertical shift tumor 
boundary location 

8. Analyze 3D view for vertical shifting 
points and mark it. 

9. If there are zero vertical shifts for low-
intensity pixels, then consider end point of 
vertical shift. 

10.Identify and compare highest intensity 
pixels in each tumor slice and connect 
initial pixel and final pixel. 

This algorithm is intended for visual 
analysis for surgeons and can be used for 
pre and post surgical activities. The Tumor 
Removal Analyzer algorithm provides a 
3D view which provides more clear 
visibility for tumor shift. Following figure-
5 provides step by step analysis for brain 
tumor. 

5. Results: 

The proposed work considered an applied 
mathematics research. Proposed 
application oriented mathematical 
modelling flow is shown in figure below. 
Mathematical model is used to interact 
with each image pixel using set rules 
which can be used for the identification of 
tumor images pixels. The set rule will 
work on gray pixels and white pixels. 

 
Figure 3- Flow Diagram for game theoretic 

image segmentation (Source: Online) 
 
We developed modified Finite 

Impulse Response Linear filters for brain 
tumorgrey pixel identification. We 
considered FIR mathematical model as a 
reference model and this is further 
developed for MRI image pixel filtering. 
The game theory model will be applied for 
strategic pixel count calculation. We 
considered region growing problem for 
evaluation of proposed brain tumor image 
processing application as shown in figure 
below. 
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Figure 4- Region of Interest Pixel 

Clustering 
 
The Modified Finite Impulse Response 
Linear filter (MFIR) further segregates the 
tumor tissue pixels and normal brain tissue 
pixels. In reference model only border of 
tumor is identified whereas in proposed 
mathematical model we can separately 
calculate the healthy tissues and tumor 
tissues accurately. Thus for MRI brain 
tumor image input proposed model gives 
more accuracy than existing model. We 
used images upload to Hadoop Server 
which is used as a medical image storage 
cluster.The mathematical model is 
converted to python for testing purpose. 
The following figure 3 shows the 
successful porting of mathematical model 
which further converted to algorithm by 
software professional for testing. 

 

Figure 5 –Hadoop image storage cluster 

The proposed game theory strategy for 
MFIR proved the better in terms of 
accuracy and feature extractions. For 
proposed model testing we used BRATS 
2018 dataset images for 81 patients. 

Table-1: Proposed Mathematical Model 
Performance Analysis 

Model Pixel 
Accura
cy 

Feature 
Extracti
on  

Applicati
on level 
usability 

MFIR 
(Propos
ed 
Model) 

97% Normal 
brain 
tissues, 
Tumor 
tissue 

Yes 

FIR 94% Tumor 
tissue 

Yes 

Thus the MFRI and FRI outputs for same 
image are shown in figure 4.5 below: 

  
(a)MFRI (b)FIR 

 

The MFRI shoes the middle healthy tissues 
whereas FRI shows the middle bunch of 
pixels as a whole tumor. So, during 
surgery, whole part will be considered as a 
removal area in case of FRI but with 
MFRI, many tissues can be saved due to 
clear visibility of infected/tumor tissues. 

Conclusion 

Machine Learning (ML) and Artificial 
Intelligence (AI) have progressed rapidly 
in recent years. Techniques of ML and AI 
have played important role in medical 
field like medical image processing, 
computer-aided diagnosis, image 
interpretation, image fusion, image 
registration, image segmentation, ˙ image-
guided therapy, image retrieval and 
analysis Techniques of ML extract 
information from the images and 
represents information effectively and 
efficiently. The ML and AI facilitate and 
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assist doctors that they can diagnose and 
predict accurate and faster the risk of 
diseases and prevent them in time. These 
techniques enhance the abilities of 
doctors and researchers to understand that 
how to analyse the generic variations 
which will lead to disease. 
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The stereolithography (SL) process is one of the rapid prototyping technics and it is also 
known as additive layered manufacturing method. It is a chipless manufacturing method 
and the object is built layer by layer. A low cost stereolithography apparatus (SLA) is 
developed to produce highly precise, three-dimensional (3D) structures from broad 
selection of functional materials, especially photopolymer resin. The present SL systems 
available in the market are very expensive. The developed low cost SLA will be affordable 
to medium scale industries as well as customers. The developed SLA utilizes focused light 
beam of wavelength range of 300 nm – 700 nm from the DLP projector and passes through 
the objective lens over the surface of a photo-curable resin, which undergoes photo-
polymerization and forms solid structures. The photopolymer used in this experimentation 
is polyethylene glycol di-acrylate and photo-initiator is Irgacure 784. The experiments are 
performed on objects with hexagonal cross-section and pyramid geometries and 0.1 mm 
curing depth along Z – axis. The trials are performed with different exposure and settling 
period. The 3D objects are successfully fabricated with high build speed and low cost. The 
pyramid object with maximum 120 numbers of layers with 12 mm dimension along Z-axis 
is built in 11.0 minutes. It is found that the optimum exposure time to cure a layer is two 
seconds. The maximum exposure area obtained in X-Y plane is 55 mm x 45 mm. The 
percentage dimensional error of the build objects is decreased as the curing time is reduced 
and the error is minimum for the two seconds curing period per layer. The obtained 
resolution of the build objects in X-Y plane is 23 microns and Z-stage resolution is 0.1 
mm.  

Keywords: 
photo-polymer, stereolithography, rapid 
prototyping, ultra-violet light 

1. INTRODUCTION

There are a number of processes that can realize three-

dimensional (3D) shapes such as those stored in the memory 

of a computer. An example is the use of holographic 

techniques [1], but these require many complex calculations to 

obtain the hologram and there is insufficient accuracy and 

clarity. A manual or a conventional mechanical process can 

also make a physical model, but such models require long 

fabricating times, high cost and excessive labour. To solve 

these kinds of problems, a new group of techniques called 

additive manufacturing (AM) technologies have been 

developed by a number of researchers group [2-5]. AM is a 

collection of processes in which physical objects are quickly 

created directly from computer generated models. The basic 

concept of rapid prototyping is where 3D structures are formed 

by laminating thin layers according to two-dimensional (2D) 

slice data, obtained from a 3D model created on a CAD/CAM 

system [2-5]. Stereolithography (SL) is one of the most 

popular AM process. It usually involves the curing or 

solidification of a liquid photosensitive polymer by focusing a 

light beam or laser beam of specific wavelength on the surface 

with liquid photopolymeric resin. The focused light beam 

supplies energy that induces a chemical reaction, bonding 

large number of small molecules and forming a highly cross-

linked polymer [6]. Now a day, rapid prototypes of the 

different objects are required before their actual manufacturing 

because one can improve the design at the early stage of 

product development. The rapid prototyping or 3D printing 

field is very fast developing and this technology can applicable 

to all the fields i.e. engineering as well as non-engineering. 

The objective of this research work is to develop a low cost 

stereolithography apparatus (SLA) to produce highly precise, 

three-dimensional (3D) structures from broad selection of 

functional materials, especially photopolymer resin. The 

present SL systems available in the market are very expensive. 

The overall cost of the newly developed SLA is very low as 

compared to cost of SLA available in the market. The cost of 

photo-curable resin used is also low as compared to other 

available resins. Therefore, the developed low cost SLA will 

be affordable to medium scale industries and customers as the 

overall build cost of the objects is minimum. 

A large number of researcher’s groups have developed the 

SL systems out of which some of them are briefed in the 

following literature review. 

Fujimasa [7] has been described the concepts of 

microplanes, microrobots, microcars and microsubmarines 

and MEMS which are systems that combine computers with 
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tiny mechanical devices such as sensors, valves, gears, mirrors, 

and actuators embedded in semiconductor chips. Ventura et al. 

[8] developed a direct photo shaping process for the 

fabrication of functional ceramic components layer by layer 

and each layer is photo image or a digital light processing 

(DLP) projection system. Bertsch et al. [9] developed a micro 

stereolithography apparatus employing a pattern generator in 

which a UV laser and dynamic LCD pattern generator were 

used to generate the cross section of a 3D structure. While the 

substrate did not move in the x–y direction in the liquid 

photopolymer, an LCD pattern generation system was 

necessary and the resulting diffraction had to be considered. 

Maruo et al. [10] developed two-photon polymerization (TPP) 

which utilizes focused lasers to precisely polymerize small 

volumes resin and the volume is only polymerized if it is 

excited by two different photons within a very short time 

period. TPP is much slower than SL, but has successfully 

created components with 100 nm features. TPP is limited to 

polymers because it requires a clear resin to function; 

suspended particles would scatter the laser beams. Young et al. 

[11] have described a novel device for producing 3D objects 

that has been developed using an LCD as a programmable, 

dynamic mask and visible light to initiate photopolymerization. 

Ikuta et al. [12] introduced micro stereolithography 

technology and proposed a means of applying micro 

stereolithography in mass-production using an optical fiber 

array so that multiple microstructures could be fabricated in a 

single process.  Monneret et al. [13] presented a new process 

of microstereolithography to manufacture freeform solid 3D 

micro-components with outer dimensions in the millimeter 

size range. Sun et al. [14] performed Monte Carlo simulations 

and experimental studies to understand the detailed microscale 

optical scattering, chemical reaction (polymerization), and 

their influence on critical fabrication parameters. It was found 

that due to the scattering, the fabricated line is wider in width 

and smaller in depth compared with polymeric fabrication at 

the same condition. The doping technique substantially 

reduced the light scattering, which in turn enhanced the 

fabrication precision and control. The experimental values of 

curing depth and radius agreed reasonably well with the 

theoretical modeling. Bertsch et al. [15] described new 

polymer/composite photosensitive resins that can be used in 

the microstereolithography process for manufacturing 

complex 3D components. Huang et al. [16] analyzed the 

shrinkage deformation of the mask type stereolithography 

process. Lee et al. [17] developed a micro stereolithography 

apparatus using a UV laser and a complex optical system. 

Jiang et al. [18] developed a Masked Photopolymerization 

Rapid Prototyping (MPRP) system using LCD panel as 

dynamic mask with an upper exposure skill. Dongkeon et al. 

[19] developed a liquid crystal display (LCD) based micro 

stereolithography process in order to fabricate microparts with 

superior mechanical properties (for e.g., micro gears) and 

investigates the fabrication process of micro bevel gears using 

photosensitive resins reinforced with ceramic nanoparticles. 

Deshmukh et al. [20] proposes and develops an offaxis lens 

scanning technique for MSL and carries out optical analysis to 

compare its performance with the existing techniques 

mentioned above. The comparison clearly demonstrates 

improved performance with the proposed offaxis lens 

scanning technique. Limaye [21] presented a more 

sophisticated process planning method to build a part with 

constraints on dimensions, surface finish and build time and 

formulated an adaptive slicing algorithm that slices a CAD 

model so as to obtain the required trade-off between build time 

and surface finish of up facing surfaces of the part. 

Hadipoespito et al. [22] developed DMD based UV micro – 

stereolithography system for fabricating 2D and 3D micro – 

parts. With the help of characterization experiments it was 

observed that the developed the DMD based imaging system 

irradiates an entire photopolymer layer at once, providing 

reasonable curing speed and good resolution at a low cost. 

Micro parts were also fabricated in nanocomposites, which 

were obtained by ultrasonic mixing of the transparent 

photopolymer and nano-sized ceramic particles. The micro 

models fabricated by this process could be used for micro scale 

investment casting, tooling, devices, and medical applications. 

In this method process optimization is needed to improve the 

quality of fabricated micro – parts. Singhal et al. [23] has 

presented a statistical surface roughness model for SLS 

prototypes as a key to slice the tessellated CAD model 

adaptively. The adaptive slicing system is implemented as 

Graphic User Interface in MATLAB-7. 

Choi et al. [24] developed a more economical and simpler 

micro-stereolithography technology using a UV lamp as a 

light source and optical fiber as the light delivery system and 

photopolymer solidification experiments were conducted to 

examine the characteristics of the developed micro-

stereolithography apparatus. Zhao et al. [25] developed a thick 

film mask projection stereolithography to fabricate films on 

fixed flat substrate and develop a column cure model in which 

a CAD model of part is discretized into vertical columns 

instead of being sliced into horizontal layers, and all columns 

get cured simultaneously till the desired heights. Vatani et al. 

[26] optimized the exiting slicing algorithms for reducing the 

size of the files and memory usage of computers to process 

them. In spite of type and extent of the errors in STL files, the 

tail-to-head searching method and analysis of the nearest 

distance between tails and heads techniques were used. As a 

result STL models sliced rapidly, and fully closed contours 

produced effectively and errorless. Deshmukh et al. [27] 

carried out analysis and experimental verification of 

optomechanical scanning systems for microstereolithography. 

Choi et al. [28] developed MSL system for tissue engineering 

using a Digital Micromirror Device (DMD) for dynamic 

pattern generation and an ultraviolet (UV) lamp filtered at 365 

nm for crosslinking the photoreactive polymer solution. 

Gandhi et al. [29] proposes and analyses a 2D optomechanical-

focused laser spot scanning system for microstereolithography 

which allows uniform intensity focused spot scanning with 

high speed and high resolution over a large range of scan. 

Higher speed and high resolution at the same time are achieved 

by use of two serial double parallelogram flexural mechanisms 

with mechatronics developed around them. Itoga et al. [30] 

developed maskless photolithography device by modifying 

Liquid Crystal Display (LCD) projector optics from magnified 

to reduced projection. The developed device produces a 

practical centimeter scale micro-pattern by dividing a large 

mask pattern and divisionally exposing it synchronized with 

an auto – XY stage, applying it to cell micro-pattern and 

microfluidic device production. But they arise problems in 

jagged pattern boundaries due to the liquid crystal panel 

structure and collapse pattern of the boundary divided on 

divisional exposure using the auto – XY stage. Zhou et al. [31] 

presented a novel AM process based on the mask video 

projection. For each layer, a set of mask images instead of a 

single image are planned based on the principle of optimized 

pixel blending. Experimental results show that the mask video 
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projection process can significantly improve the accuracy and 

resolution of built components. The disadvantage of this 

method is that it will require an additional linear stage with 

good accuracy and moving speed. In addition, the platform 

movement during the building process requires the designed 

hardware to ensure the repeatability between different layers 

which increases the overall cost of the system. Zabti [32] 

carried out Pareto based Multi-objective function based 

optimization of STL process which has three objective 

functions. The goal is to find the optimum exposure time value 

by minimizing the cure depth, surface roughness and 

maximizing the mechanical strength. Lehtinen [33] developed 

a DMD based projection stereolithography and a computer 

code is written to control the entire manufacturing process. 

Gandhi et al. [34] analyze various optical scanning schemes 

used for MSL systems along with the proposed scheme via 

optical simulations and experiments. The mechanical design 

of the scanning mechanism is carried out to meet requirements 

of high speed and resolution. The system integration and 

investigation in process parameters is carried out and 

fabrication of large micro-component with high resolution is 

demonstrated. Campaigne III [35] developed projection 

stereolithography and material characterization of 

nanocomposites photopolymers was carried out. Valentincic 

et al. [36] conclude that DLP based stereolithography is used 

to reduce the build time and to increase the manufacturing 

accuracy. Compared to fused deposition modeling (FDM) 

machines, machines for DLP stereolithography are expensive 

and thus not available to a broad range of users as it is the case 

with FDM 3D printers. Luo et al. [37] developed desktop 

manufacturing system which can produce RP parts with good 

machining efficiency, but the surface roughness should be 

further improved. Ibrahim et al. [38] investigate the influence 

of process parameters which are layer thickness and exposure 

time on physical and mechanical properties of DLP structure. 

Thus, by going through the aforementioned literature on SL 

systems, it is observed that most of researchers develop 

microstereolithography systems. The developed SL systems 

are either LCD based or DMD based. The disadvantages of 

LCD based SL systems are low pixel filling ratio, print – 

through errors occurs due to light that penetrates into already 

cured layers, unnecessary wavelengths cause inaccurate 

dimensions in the cured part. The advantages of DMD based 

SL systems are availability of UV compatibility, high 

modulation efficiency, high light transmission, high optical fill 

factor, low pitch size and pixel size. Both the developed SL 

systems i.e. LCD as well as DMD based mentioned in above 

literature survey are very expensive, which are not affordable 

to common or medium sized industries or vendors who can 

build their prototypes with a cheaper cost. Therefore, 

development of a low cost SLA with better build speed is a 

goal of this research work. 

The sub-section 2.1 of section 2 describes the developed 

low cost SLA in detail with specifications of the sub-systems, 

different softwares, photo-polymer and photo-initiator used in 

the apparatus. In sub-section 2.2 the absorbance spectrum of 

photo-curable resin and light beam spectrum of DLP projector 

are plotted. In sub-section 2.3 the slicing procedure of 3D 

CAD model into 2D slices is explained with the help of 

developed MATLAB code. The experimental results and 

discussions are given in section 3. Finally, the conclusions are 

drawn from experimental work in section 4. 

 

 

2. EXPERIMENTAL SET UP 
 
2.1 Stereolithography apparatus (SLA) 

 

The stereolithography apparatus (SLA) is developed to 

produce highly precise, three-dimensional (3D) structures 

from broad selection of functional materials, especially 

photopolymer resin. The lay-out of the experimental set-up is 

shown in Figure 1 and the CAD model is shown in Figure 2. 

The developed stereolithography apparatus (SLA) utilizes 

focused light beam from DLP projector and then through the 

objective lens over the surface of a photo-curable resin, which 

undergoes photo-polymerization and forms solid structures. 

The lamp of the modified DLP projector works as light source 

and DMD chip in the DLP projector works as a dynamic 

pattern generator for this SLA. The colour wheel of the DLP 

projector is filtering most of the UV light out. But UV light is 

required for solidification of the photopolymer. Therefore, we 

had done changes in the colour wheel. The color wheel is a 

glass disc with several colored segments that spins while the 

projector is running to colorize the image. The projector 

actually requires it to run; when the color wheel is simply 

removed, the projector would not turn on the lamp. Therefore, 

only glass portion of the color wheel is removed so that 

maximum UV light should come out from the projector which 

is the requirement for solidification of liquid resin. After 

removing glass portion from the color wheel, the projector 

becomes black and white. Infocus make DLP projector with 

display resolution 1024×768 is used. The photograph of actual 

experimental set-up is shown in Figure 3. 
 

 
 

Figure 1. Lay-out of the experimental set –up 
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1-Frame, 2-Ball Screw, 3-Guide rod, 4-Z stage, 5-Resin Tank, 6-Stepper 

motor 
 

Figure 2. CAD model of experimental set-up without DLP 
projector  

 

 
 

Figure 3. Experimental set-up 

 

The photopolymer used in this experimentation is 

polyethylene glycol di-acrylate with 2% Irgacure 784 as 

photo-initiator. The absorbance spectrum of the photopolymer 

is plotted and the maximum absorbance observed is in the 

range of 315 nm to 480 nm. The peak absorbance of 

polyethylene glycol di-acrylate matches with the peak 

intensity of light beam of DLP projector which is in the range 

of 400 nm – 570 nm. Therefore, polyethylene glycol di-

acrylate is selected as photo-curable resin and cost of the same 

resin is also low as compared to other resins. From this data it 

is concluded that maximum UV light is required for 

solidification of the photopolymer. The NEMA 17 bipolar 

stepper motor with 0.9˚ step angle, 5% step accuracy, 5 mm 

shaft diameter is used to rotate the ball screw. The ball screw 

with nominal diameter 12 mm, pitch 2.0 mm, core diameter 

10.084 mm and lead angle 3.04˚ is used for up and down 

motion of the Z-stage. The maximum speed of the stepper 

motor is 2344 rpm and holding torque is 4.8 kg-cm. The Creo 

3.0 software is used for modeling of 3D CAD model. The 3D 

CAD model and STL file format in Creo 3.0 software is more 

compatible with developed MATLAB code for slicing of 3D 

CAD model as compared to other modeling softwares. 

Therefore, Creo 3.0 software is selected for 3D CAD modeling. 

A special MATLAB code is developed for slicing of the 3D 

CAD model and this sliced 3D CAD model is imported into 

the Creation Workshop software version 1.0.0.75 which is 

used to control the focusing time period of sliced images 

through DLP projector and focusing lens. The make of 

focusing lens is Optics and Allied Engineering Private Limited, 

Bangalore with 100 mm diameter and 100 mm focal length. 

The Creation Workshop software also controls the motion of 

the Z-stage through Arduino MEGA 2560 micro- controller 

and NEMA 17 bipolar stepper motor. It also controls input 

parameters, such as layer thickness, motor movement speed, 

exposure time and settling period. These parameters make the 

equipment versatile and suitable for a wide range of different 

tasks. Finally, the different shape objects are built by curing 

the aforementioned photo-curable resin. The photographs of 

the build components are taken by the Amp Cam digital 

microscope with optimum resolution 640×480 and 5X digital 

zoom. The FARO Edge 3D scanner with the specifications 

±25µm accuracy, 25µm repeatability, 115 mm depth of field, 

80 mm effective scan width for near field, 2,000 scanning 

points per line, 40µm minimum point spacing, 280 

frames/second scan rate and Class 2M laser is used to measure 

the dimensions of the build objects. Thus, a low cost, high 

build speed SLA is developed to fabricate 3D components. 

In the Z- Stage, we have to control the linear movement of 

the platform with the help of stepper motor and ball screw. The 

stepper motors rotational motion is transformed in to linear 

motion with help of ball screw coupled with motor shaft. 

Arduino microcontroller is used for precise and accurate 

control the movement of the motion stage. The rotational 

movement of the stepper motor is controlled with the help of 

special Arduino program. The program mainly consists of 

various commands and statements to control the various 

parameters such as speed, time delay etc. Figure 4 shows the 

window of Arduino software in which the uploaded program 

is shown. The Arduino Micro-controller with stepper motor is 

interfaced with Creation Workshop Software to obtain desired 

motion of Z-stage. 

 

 
 

Figure 4. The program uploaded to the Arduino software 
 

2.2 Spectrum study of photopolymer and DLP projector 
 

The 3D object is built by focusing the light beam of DLP 

projector through objective lens on the z-stage platform. On 

the Z-stage platform a layer of liquid photopolymer of 

thickness equal to the slice thickness of CAD model is made 

available by lowering the platform with help of ball screw and 

stepper motor. Therefore, it is necessary to plot the absorbance 

spectrum of photopolymer from which we can conclude that 

what is value of wave length for peak absorbance. The Figure 

5 shows the absorbance spectrum plot of photopolymer and it 

is observed that the peak absorbance is at wavelength 335 nm, 
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410 nm and 480 nm. Therefore, the focused light beam must 

have the peak wavelength in the range of 300 – 500 nm which 

is a UV light region. 

 
 

Figure 5. Absorbance spectrum of photopolymer 
 

 
 

Figure 6. DLP projector light beam spectrum plotting set-up 
 

 
Figure 7. Light beam spectrum of DLP projector 

 

The study of DLP light beam spectrum is done by using 

Horriba (model iHR320) light spectrometer. The Figure 6 

shows the set-up for plotting the spectrum of DLP projector 

light beam. The light beam from the DLP projector is passes 

through the aperture then it passes through the neutral density 

filter. The neutral density filter removes the unwanted light 

rays. The spectrum is plotted for the light wavelength range of 

250 – 900 nm. Finally, light beam passed into the 

photoluminescence (PL) system. The PL system consists of 

optical grating, mirror 1 and mirror 2 with CCD (closed circuit 

device) camera. The measured spectrum data by PL system is 

collected by the computer. The Figure 7 shows the light beam 

spectrum obtained by above mentioned spectrometer. From 

light beam spectrum it is observed that the peak values are in 

the wavelength range of 400 nm – 570 nm. Therefore, the light 

beam of DLP projector is useful to cure the selected 

photopolymer as peak wavelength range matches with each 

other. 

 

2.3 Slicing of 3D CAD model 
 

Basically, the stereolithography equipment consists of a 

DLP projector, focusing lens, resin vat, a linear translation 

stage with a platform and a computer. Before the 

manufacturing can begin, some preparations must be done. 

First, the CAD model is sliced into horizontal cross-section 

images. These black and white images will be projected one 

by one onto the platform with resin layer. As there are different 

methods available to slice a CAD model without tessellation 

but slicing a triangulated mesh model is still the commonly 

used method in 3D printing caused by its format (i.e. STL) is 

widely adopted in software and machine. These different 

methods of slicing a 3D CAD models are Contour, 

Voxelization and Ray tracing [39]. The contour method is the 

traditional slicing process that generates the cross-sectional 

information by intersecting the input model with a set of 

horizontal planes. As the input model is tessellated into faces 

(e.g. triangles defined in the STL), the slicing operation is 

actually a number of face-plane intersections, each of which is 

a segment. In a layer, the intersection between the model and 

a slicing plane is one or more polygons (contours), which are 

constituted by the segments. The voxelization method creates 

a 3D array of voxels that can cover the whole volume of the 

input model, and then decides whether each voxel is inside or 

outside the model. The in/out determination is challenging, 

because the mesh is just a set of faces in the 3D space without 

the information of inside or outside. In ray-tracing method, 2D 

image is used and in/out for every pixel in a slice is determined 

similar to point-in-polygon testing. In this method testing can 

be done by casting a ray from each pixel to intersect with the 

model, and finding out if the ray reaches the interior or exterior 

of the model at a particular height. Out of the above three 

slicing technologies, the ray-tracing method is the fastest in 

most cases and it needs a moderate amount of memory for 

computation. It maintains a good balance between 

computation time and memory space. It would be optimal if 

the intersection problem can be handled without creating other 

problems. Therefore, due to these advantages, the ray-tracing 

method is used for development of a special MATLAB code 

for slicing of 3D CAD model in this research work.  

The STL file shown in Figure 8 was originally conceived by 

3D Systems [40] and it opened the door for rapid prototyping 

and manufacturing market by allowing CAD data to be used 

in STL systems. The file consists of an unordered list of 

triangular facets that represent the outside skin of a part. The 

triangular facets are described by a unit normal vector and a 

set of X, Y, Z coordinates for each of the three vertices. The 

unit vectors indicate the outside of the part. Since the STL 

model consists of triangular facets, it is an approximate model 

of the accurate CAD data. Regardless of being an imprecise 

model, STL has become the standard used by most CAD and 

RP systems. STL is a simple solution for representing 3D CAD 

data and it provides small and accurate files for data transfer 

for specific shapes [41, 42]. There are two formats for STL file: 

A
b

so
rb

an
ce
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ASCI and Binary which are shown in Figure 9 and Figure 10 

respectively. Binary files are smaller and more compact. 

Hence, they are more common. After generating the STL file 

of the 3D CAD model then it is necessary to slice the model 

into a number of horizontal cross-section images. The 3D 

CAD model of the object which is to be built by using 

stereolithography process is developed with the help of CREO 

3.0 software. Then it is saved in STL file format using the same 

software. The Figure 11 shows the 3D CAD model in STL file 

format.  

 
 

Figure 8. Standard Tessellation Language (STL) file and 
CAD model [42] 

 

 
 

Figure 9. ASCII STL file format [42]   
 

 
 

Figure 10. Binary STL file format [42] 
 

  
 

Figure 11. 3D CAD model in STL file format  

Thus, a special MATLAB code is developed by using ray 

tracing method and by using this code, the 3D CAD model is 

sliced into a number of layers as shown in Figure 12. The 

Figure 13 (a) and (b) shows a single sliced layer in MATLAB 

software window. Then these sliced layers are imported in 

Creation Workshop software and focused one by one at 

required time interval with the help of DLP projector through 

objective lens on the Z- stage platform and finally the 3D 

object is built. 

  

 
 

Figure 12. Sliced 3D CAD model 
 

 
(a) 

 
(b) 

 
Figure 13. 2D Slices in MATLAB window 

 
 

3. RESULTS AND DISCUSSIONS 
 

The experiments are performed with hexagonal cross-
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section and pyramid objects with 0.1 mm curing depth along 

Z – axis. The trials are performed with different exposure time 

and settling period. The exposure time is varied from 10 

seconds to 1 second and it is observed that the objects are best 

cured for 2 seconds curing period. The experimental test data 

for hexagonal cross-section and pyramid objects are given in 

Table 1 and Table 2 respectively. The CAD model of the 

hexagonal prism is shown in Figure 14 and scanned image of 

build hexagonal prism by FARO Edge 3D scanner is shown in 

Figure 15. The built hexagonal prism is shown in Figure 16 (a) 

and (b). The Figure 17 shows the measurements of dimensions 

of hexagonal prism by FARO Edge 3D scanner. The Figure 18 

shows the CAD model of pyramid and Figure 19 shows the 

built pyramid. The scanned image of built pyramid by FARO 

Edge 3D scanner is shown in Figure 20 and the measurement 

of dimensions of pyramid by FARO Edge 3D scanner are 

shown in Figures 21-23. The pyramid object with 120 numbers 

of layers with 12 mm dimension along Z-axis is built. The 

maximum area 18 mm x 16 mm of pyramid object along X-Y 

plane is cured. For commercial SLA machines resolution in Z-

axis is in between 0.01 to 0.25 mm. The resolution along Z-

axis of 0.25mm creates a fairly coarse surface for medium 

sized parts, but for larger models, the layer steps are not too 

noticeable due to the relative size of larger parts. A resolution 

of 0.1mm provides a more favorable surface finish for medium 

and small parts. Therefore, experiments are performed with 

0.1 mm curing depth along Z-axis. The maximum exposure 

area obtained is 55mm x 45mm. It is observed that as the 

curing time decreases the percentage error between the 3D 

CAD model dimensions and built dimensions are also 

decreases. The maximum and minimum percentage errors for 

hexagonal cross-section object are 9.43 and 2.0 respectively. 

The maximum and minimum percentage errors for pyramid 

object are 4.44 and 0.93 respectively. The minimum 

percentage error is observed for 2 seconds curing period. The 

dimensions of the built components are measured by FARO 

Edge 3D scanner with ±25µm accuracy. Creation Workshop 

software Version 1.0.0.75 is used: (i) to control the Z-stage 

motion, (ii) to control the focusing time of sliced images and 

settling time. The resolution of the built components depends 

upon Software Imposed Parameters (SIP) and SL Process 

Parameters (PP). The Software Imposed Parameters (SIP) are 

line width compensation, .stl file resolution, layer thickness, z 

compensation, and stereolithography grid. The SL Process 

Parameters (PP) consists of light beam size and intensity, light 

beam focus depth, and layer thickness [43]. 

 
 

Figure 14. CAD model of hexagonal prism  
 

 
 

Figure 15. Scanned image of build hexagonal prism 
 

 
(a) 

 
(b) 

 
Figure 16. Built hexagonal prism 

 
Table 1. Hexagonal prism experimentation data 

 
Object Cross-

section 
Measuring 

Scale 
Dimensions (mm) Layer 

thickness 
(mm) 

No. of 
layers 

Exposure 
time 
(sec.) 

Settling 
Period 
(sec.) 

Build 
time 
(sec.) 

x y z 

Hexagon (7 mm 
side) 

CAD Model 14 14 10 
0.1 100 2 3.5 546.5 Built object 15.32 14.28 9.66 

% Error  9.43 2.0 3.4 
 

Table 2. Pyramid experimentation data 
 

Object Cross-
section 

Measuring 
Scale 

Dimensions (mm) Layer 
thickness 

(mm) 

No. of 
layers 

Exposure 
time 
(sec.) 

Settling 
Period 
(sec.) 

Build 
time 
(sec.) 

x y z 

Pyramid 
CAD Model 18 16 12 

0.1 120 2 3.5 656.5 Built object 17.20 16.15 10.85 
% Error  4.44 0.93 2.33 
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(a) 

 
(b) 

 
Figure 17. Measurement of height and side of hexagonal 

prism 
 

 
Figure 18. CAD Model of pyramid 

 

 
 

Figure 19. Built pyramid 

 
 

Figure 20. Scanned Image of build pyramid 
 

 
 

Figure 21. Height measurement of build pyramid 
 

 
 

Figure 22. Base measurement of pyramid 
 

 
 

Figure 23. Faro edge 3D scanner 
 

 

4. CONCLUSIONS 
 

A low cost stereolithography apparatus (SLA) has been 
developed with DLP projector as a UV light source. The 
overall cost of the developed SLA is very low as compared to 
the present commercial SLA available. Therefore, the build 
cost of the fabricated objects is reduced due to developed low 
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cost SLA. The optimum curing period per layer is two seconds 
per layer as the percentage error is minimum for two seconds 
curing period. Therefore, build speed obtained is two seconds 
per layer which is remarkable compared with present SLA. 
The dimensional accuracy of fabricated objects is also 
satisfactory as the maximum and minimum percentage error is 
9.43 and 0.93 respectively which is acceptable comparing with 
the results available in the literature [33, 36]. The dimensional 
percentage error is decreased as the curing period or image 
focusing period is reduced. The pyramid object with maximum 
120 numbers of layers with 12 mm dimension along Z-axis is 
built in 11 minutes. The maximum exposure area obtained 
which can be cured in X-Y plane is 55 mm x 45 mm. The 
resolution of the build objects in X-Y plane is 23 microns 
which is resolution of sliced image focused from DLP 
projector and Z-stage resolution is 0.1 mm. The advantages of 
the developed SLA are low build cost, high fabrication speed, 
excellent resolution in X-Y plane, low resin cost etc. The 
limitations are low dimensional accuracy, poor resolution of 
the fabricated objects along Z-stage. The future scope of the 
work is to introduce the dimensional error correction model in 
the experimentation to minimize the percentage errors of the 
build objects. Another future scope is to perform the 
experiments with values lower than 0.1 mm curing depth so 
that resolution of build objects along Z- stage will be improved.  
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NOMENCLATURE 
 
3D three dimensional 
AM additive manufacturing 
CAD 
CAM 

computer aided design 
computer aided manufacturing 

DLP 
DMD 
LCD 
MEMS 
MSL 
PL 
RP 
SL 
SLA 
STL 
UV 

digital light processing 
digital micro-mirror device 
liquid crystal display 
micro-electro-mechanical systems 
microstereolithography 
photoluminescence 
rapid prototyping 
stereolithography 
stereolithography apparatus 
standard tessellation language 
ultra-violet 
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